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INTRODUCTION

This document is the electronic version of the Proceedings of the Third Conference on CLIPS. It
was created using the electronic version of papers supplied by the authors. Not all authors
supplied electronic versions of their papers and in other cases the appropriate applications to read
the electronic versions were not available, so not al of the papers presented at the conference are
in this document. Some pictures and tables contained in the electronic versions of the papers did
not survive the conversion process to Microsoft Word for Macintosh. Such deletions are noted as
[Figure Deleted] and [Table Deleted]. In addition, all papers were reformatted for uniformity
(any errors generated during this process were purely unintentional).






THE BUFFER DIAGNOSTIC PROTOTYPE:
A FAULT ISOLATION APPLICATION USING CLIPS

Ken Porter
Systems Engineer
MS: R1-408
Harris Space Systems Corporation
295 Barnes Blvd.
PO Box 5000
Rockledge, FL 32955

This paper describes problem domain characteristics and development experiences from using
CLIPS 6.0 in a proof-of-concept troubleshooting application called the Buffer Diagnostic
Prototype.

The problem domain is alarge digital communications subsystem called the Real-Time Network
(RTN), which was designed to upgrade the Launch Processing System used for Shuttle support at
KSC. The RTN enables up to 255 computers to share 50,000 data points with millisecond
response times. The RTN’s extensive built-in test capability but lack of any automatic fault
isolation capability presents a unique opportunity for a diagnostic expert system application.

The Buffer Diagnostic Prototype addresses RTN diagnosis with a multiple strategy approach. A
novel technique called “faulty causality” employs inexact qualitative models to process test
results. Experiential knowledge provides a capability to recognize symptom-fault associations.
The implementation utilizes rule-based and procedural programming techniques, including a
goal-directed control structure and simple text-based generic user interface that may be re-usable
for other rapid prototyping applications. Although limited in scope, this project demonstrates a
diagnostic approach that may be adapted to troubleshoot a broad range of equipment.






ON THE DEVELOPMENT OF AN EXPERT SYSTEM
FOR WHEELCHAIR SELECTION

Gregory R. Madey, Sulaiman A. Alaraini, and Mohamed A. Nour

Kent State University
Kent, Ohio, 44240
gmadey @synapse.kent.edu

Charlotte A. Bhansin

Cleveland Clinic
9500 Euclid Avenue
Cleveland, Ohio 44195.

ABSTRACT

The prescription of wheelchairs for the Multiple Sclerosis (MS) patients involves the
examination of a number of complicated factors including ambulation status, length of diagnosis,
funding sources, to name a few. Consequently, only a few experts exist in this area. To aid
medical therapists with the wheelchair selection decision, a prototype medical expert system
(ES) was developed. This paper describes and discusses the steps of designing and devel oping
the system, the experiences of the authors, and the lessons learned from working on this project.
Wheelchair_Advisor, programmed in CLIPS, serves as a diagnosis, classification, prescription,
and training tool in the M S field. Interviews, insurance letters, forms, and prototyping were used
to gain knowledge regarding the wheelchair selection problem. Among the lessons learned are
that evolutionary prototyping is superior to the conventional system development life-cycle
(SDLC), the wheelchair selection is a good candidate for ES applications, and that ES can be
applied to other similar medical subdomains.

INTRODUCTION

The medical field was one of the first testing grounds for Expert System (ES) technology; the
now classic expert system, MY CIN, has often been cited as one of the great breakthroughs in
Expert Systems. MY CIN, however, is only one of alarge number of expert system applications
introduced over the last two decades in the medical field alone [17]. Other examples include
NURSExpert [1], CENTAUR, DIAGNOSER, MEDI and GUIDON [17], MEDICS [3], and
DiagFH [10] to mention only a few. However, no expert system, to our knowledge, has been
developed for the wheelchair selection problem. In this paper, we report on a new application of
ES in the medica field; the paper discusses the experiences of the authors with a prototype
system developed, using CLIPS, to delineate a wheelchair selection for multiple sclerosis (MS)
patients. Our work, therefore, contributes to the existing applications of medical expert/support
systems by expanding the domain of applications to the wheelchair selection problem and
demonstrating the utility of CLIPS on this problem domain. We will demonstrate that the
complexity of the wheelchair selection decision makes it a prime target for an expert system
application.

To prescribe a wheelchair for a patient with MS involves more than knowing the patient’s
disease condition and available choices of potential wheelchairs. A complex web of factors has
to be untangled to reach an appropriate choice of a wheelchair. The decision is complicated by
such factors as physical body measurements, age and life style, degree of neuralgic impairment,
and environmental factors.



MOTIVATIONS FOR COMPUTER-AIDED WHEELCHAIR SELECTION

The motivations for using computer-aided wheelchair selection support fall into two categories:
those from the therapist’ s standpoint and those from the patients’ standpoint.

From the Therapist’s Standpoint:

The use of computer-aided selection of wheelchairs benefits the therapist in severa ways. The
prescription of wheelchairs for the MS population is complicated by diverse presentations and
symptom fluctuations as well as many other factors. The selection of a well-suited wheelchair is
afunction of the following variables.

1.

Ambulation status: In general, a patient is classified as able to walk or not able to walk.
In multiple sclerosis, some ability to walk may be limited to short distances or specific
terrains. This factorsinto the type of wheelchair they will need.

Environments to be traversed: This variable includes both indoor and outdoor
locations. The existence of ramps in the patient’ s residence and the size of the bathroom
are among the environmental factors relevant to the choice of an appropriate wheelchair.
The frequency of need in each environment hel ps determine the priority.

Distances to be traversed: Under this factor, both the indoor and outdoor activities are
considered. Self-propelling for short distances may be feasible for some individuals who
stay primarily at home, so a manual wheelchair may be appropriate, although disability
level may be high. More active users may require a power wheelchair to travel long
distances in the community.

Transport of the wheelchair: Consideration must be made for the wheelchair to disas-
sembleinto parts so asto fit in acar or to be sized to fit on public lift-equipped busses.

Caregiver characteristics. If a caregiver exists for the patient in question, the
characteristics of the caregiver(s) are considered in the wheelchair selection. The age,
number of caregivers, tolerance for equipment, their health, and the degree of support for
the patient are some of the factors to be evaluated when selecting a wheelchair for the
patient.

User characteristics: This variable includes both physical and cognitive dimensions.
For the physical, body measurements of the patient are essential to the selection
processes, along with qualities of posture, balance, and abnormal muscle tone.
Wheelchairs come in made-to-order frame sizes and appropriate sizing is essential.
Physical abilities are also evaluated: involuntary movements of the extremities and head
are noted. Areas requiring support for best posture and function are documented. As for
the cognitive dimension, physical and occupational therapists have to consider the extent
to which the patient can safely use the devices. Other issues to be examined by the
therapists are the ability to learn the electronic system of a powered wheelchair, to re-
spond quickly in dangerous situations and the ability to report discomfort or problems
with fit of the wheelchair.

Length of diagnosis—history of disease course: This composite variable aids in
determining if the MS symptoms of the individual are stable. If they seem stable, a less-
modular wheelchair can be appropriate. A progressive disease course would require
many modular options for future needs, as the MS symptoms change, it would be
possible to modify the wheelchair to fit the needs of the patients.



8. Currently owned wheelchairs: Therapists need to consider this item early in their
analysis. The current wheelchair may or may not meet some of the needs of the patient.
One possibility is that the current wheelchair can be modified to meet the patient’s
needs. Another possibility is that the wheelchair needs to be replaced because it is
inappropriate for current needs, beyond repair or desired modifications can not be
performed.

9. Funding sources of past and potential wheelchairs: This factor is considered at the
end of the process but it is a crucia one. Most patients are restricted in terms of the
number of wheelchairs that they can purchase over time under their insurance coverage.
Typicaly, atherapist examines and evaluates the factors that determine the needs of the
patient to narrow down the choices of the available wheelchairs. Once the options are
reduced, the therapist uses the funding source variable to choose among the options. The
funding sources can include Medicaid, Medicare, private insurance (e.g., third party),
private purchase, or charity (e.g., MS Society Equipment Loan Program). Each one of
these sources has its own rules regarding the wheelchair selection problem. For example,
some policies restrict the purchase of a new wheelchair to one every five years. Some
will not cover a manual wheelchair if an electric wheelchair was previously obtained.
Hence, such restrictions need to be factored in when considering the selection of an
appropriate wheelchair.

10. Current wheelchairson the market: There are over 500 models, each offering multiple
options of sizing, weight, frame styles, footrests, armrests, cushions, and supports. A
current database of technical information would greatly aid in wheelchair selection.

Note that the degree of importance placed on each one of the foregoing factorsis not fixed. There
is a complex interaction between variables for each patient under consideration. It can be seen
from the above illustration that selecting an appropriate wheelchair would be difficult to solve
algorithmically. Hence, an expert system is a good candidate for this kind of problem. It was
observed by the expert involved in this pilot project that the process of selecting the wheelchair
involves both forward and backward reasoning. A therapist starts with the factors that are
considered to be important to the patient in question and then narrows down the options available
to the patient. This process involves forward reasoning and it is estimated to be eighty percent
(80%) of the overall analysis performed by the therapist. The rest of the reasoning, twenty
percent (20%), is devoted to backward chaining where the therapist starts with a specific set of
wheelchairs and sees if they meet the needs of the patient as well as the requirements of the
funding source.

A computer-aided support system can play a significant role in helping the therapist cope with
the factors mentioned above. It can guide the therapist in making the best decision about what
wheelchair and features need to be prescribed, based on comparison to other successful cases. It
can aid the therapist by insuring thorough evaluation. Also, it can help the therapist keep abreast
of new products on the market. Such a system insures quality in the wheelchair selection process.
An inappropriately prescribed wheelchair usurps coverage and prevents re-prescription of a more
appropriate chair. In addition, the standardized reporting format could also be used to conduct
more objective studies on wheelchair prescription.

Such a system also has value as a training tool for both novice therapists and therapy students. A
tutorial in which real-life or smulated applications are demonstrated can be used for teaching
and training. Furthermore, innovations in the wheelchair industry change frequently. The use of
computer-based support can overcome this problem. A database of currently available
wheelchairs kept and updated on a regular basis, is needed in the field of rehabilitation
technology. Finally, the documentation of valuable expertise as reflected by real-life applications
will be easier using a computer based system. In this context, an expert therapist is a scarce



resource. Hence, years of experience involving the prescription of numerous wheelchairs can be
stored in the system and used later as a reference by therapists who practice in more general
areas.

From the Patient’s Standpoint:

Of all patients with Multiple Sclerosis (MS), about 40 percent will lose the ability to ambulate.
Thus, wheeled mobility stands out as a primary need in this population. Because of the nature of
the wheelchair selection problem, it is not unusual for the medical therapist/specialist to prescribe
a seemingly appropriate wheelchair for a particular patient only to have the patient reject the
wheelchair. The importance of the selection of an appropriate wheelchair for a particular patient
cannot be overstated. From the M S patient’ s standpoint, the selection of a suitable wheelchair is
critical for the following reasons:

1. Insurance: Because of funding restrictions, the patient might be restricted to a
wheelchair for aminimum number of years before being eligible for another wheelchair.
The M S patient wants to be sure the right chair is prescribed.

2. Cost: The prescription of an appropriate wheelchair should take the cost factor into
consideration, especialy if the patient is to bear that cost, for patients resources vary.
Also cost consideration is important due to funding restrictions imposed by insurers or
Medicaid/Medicare programs. The costs of a wheelchair can range from severa hundred
to several thousands of dollars.

3. Mohbility and comfort: The selection of an inappropriate wheelchair will limit already
diminished mobility and deny the individual MS patient the potential for increased
functional independence from an otherwise suitable wheelchair.

4. Health: An inappropriate wheelchair not only may inhibit mobility and cause
discomfort, but it may worsen the patient’'s condition, e.g., postured deformities,
pressure sores, etc.

5. Image and psychological factors. A suitably selected wheelchair might enhance the
patient’s personal image, and thus contribute to more community/social involvement.
For example, ayoung MS patient might desire a sporty wheelchair to remain active and
socially involved.

Because of the foregoing reasons, it is desirable to have a computer-aided wheelchair selection
support system that will hopefully maximize the benefits in the sel ected wheelchair.

Rationale For Using An Expert System

As was discussed earlier, the selection of the wheelchair for the MS population involves the
examination of presentations and symptom fluctuations. Because of the complexity of these
factors, only a few therapists are available with a body of expertise to tackle the wheelchair
selection decision. A computer-aided system, however, would capitalize on this expertise and
make it more widely available. Hence a knowledge-based system seems appropriate, more
specificaly, a knowledge-based expert system. The next section discusses medical expert
systems in general and develops a taxonomy for them. We then show where our prototype
system fitsrelative to this taxonomy.



TAXONOMIC FRAMEWORK FOR MEDICAL EXPERT SYSTEMS

The wide range of intelligent (knowledge-based) medical systems today can be broadly classified
using the taxonomy shown in Figure 1. This taxonomy is based on three broad dimensions: tech-
nology, domain, and application type.

1.

Technology: Technology is further divided into: 1) hardware platform (e.g. PC-based,
workstation-based, etc.), 2) Al method (solution), and 3) programming tools. A medical
knowledge-based system can thus be classified on whether it is PC-based, mainframe-
based, etc. It can aso be classified on whether it is an expert system solution [4], a
neural network (ANN) [9], a natural language system, interactive hypermedia [8], a
paper-based [16], etc. Programming tools include Al programming languages and shells.
Examples include OPS5, Lisp, Prolog, and CLIPS[15].

Domain: Knowledge-based systems have been applied in a variety of medica
subdomains [1, 2, 3, 4, 10, 14, 17]. Example subdomains include: heart diseases, blood
analysis, asthma, artificial limbs, childhood diseases, and this project on multiple
sclerosis (MS). It is difficult, however, to neatly classify medica computer-aided
systems on the basis of medical subdomains since many of these systems have
overlapping domains.

Application Type: The application type dimension describes the function of the
knowledge-based system for which it is developed. These applications types include
diagnosis[10], classification [17], prescription/selection [15], tutoring/training [14], data
analysis and interpretation, prognosis, and knowledge/technology transfer. Many
knowledge-based systems are built to support more than one of these functions.
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Figure 1. A Taxonomic Framework for Knowledge-Based Decision Support Systems

Review of Medical Expert Systems

Our emphasisin this paper is on medical expert systems, which is a subset of the computer-aided
support systems in the technology dimension mentioned above. Some of the well known medical
expert systemsinclude the following [17]:

1.

CENTAUR: The domain of this expert system is lung diseases, developed in the
INTERLISP programming tool by the Stanford University. Operational functions
include diagnostic interpretation of pulmonary function tests.

DIAGNOSER: Deas with heart diseases, develop in LISP by the University of
Minnesota.

GUIDON: The medical domain include bacterial infections. It is developed in
INTERLISP by the Stanford University.

MDX: Dealswith liver problems, developed in LISP by the Ohio State University.

MED1: Deds with chest pain, developed in INTERLISP a the University of
Kaiserlautern.
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6. MYCIN: Best known of al medical expert systems, MYCIN’s medical subdomains
include bacteremia, meningitis, and Cystis infections. It was developed at Stanford
University and the main operational functions include diagnosis of the causes of
infections, treatment, and education.

7. NEUREX: Concerned with the nervous system, NEUREX was developed in LISP at the
University of Maryland. Its functions include diagnosis and classification of the diseases
of the nervous system.

8. CARAD: This expert system handles radiology; it was developed at the Free University
of Brussels. Its main functions is the interpretation and classification of X-ray
photographs [3].

Our Wheelchair_Advisor stands apart from these expert systems listed above by its unique
domain of wheelchair prescription for MS patients and our choice of the programming tool. This
project involved the use of a PC and the expert system shell CLIPS [6, 7, 13, 18]. The
functions/objectives of the Wheelchair_Advisor included diagnosis, classification, prescription,
and training. Figure 2 maps these characteristics into a classification scheme to show where our
prototype expert system fits relative to current computer-aided medical systems. As Figure 2
indicates, and to our best knowledge, no other expert system application has been developed in
the domain of wheelchairs for M S patients.

Medical Knowledge
Domains

Application
Types

heelchair Advisor
Prescription
Expert System
CLIPS
MS-Wheelchaj
PC

Technology
Employed

Figure 2. Classification Framework for Medical Decision Support Systems
THE WHEELCHAIR EXPERT SYSTEM PROJECT

The Environment

The Cleveland Clinic Foundation’s Mellen Center for Multiple Sclerosis Treatment and Research
was initiated in 1985 with a grant from the Mellen Foundation. The Mellen Center, the largest
and most comprehensive full-time MS center in the country, is an interdisciplinary outpatient
rehabilitation facility providing direct patient care, education, and basic and clinical research into
the causes and management of MS. In 1993, the Mellen Center had 14,000 patient visits for its
services of neurology, nursing, occupational therapy, physical therapy, psychology, and social
work. Approximately 350 new patients are seen each year.
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The Knowledge Engineering Process

The knowledge engineering process has often been described as the “ knowledge engineering bot-
tleneck” due to the difficulty and complexity of this process. To deal with the complexity of the
knowledge engineering process, three basic methodologies were used to elicit knowledge from
the expert: interviews, insurance documents, forms, and prototyping.

1. Interviews: Multiple interviews were conducted with the expert by three knowledge
engineers (KE) al of whom, including the expert, are the authors of this paper. A typical
session lasted from 3to 5 hours.

2. Insurance Letters/Other Forms:The insurance and other prescription forms
supplied the knowledge engineers with the missing links in the pieces of knowledge
gained from the interviews. These forms embodied actual cases describing patient
symptoms, condition, cognitive/psychological state, and the recommended wheelchair.
Because of the difficulties of obtaining sufficient knowledge using interviews only, as
pointed out above, the knowledge obtained from these documents was invaluable
inasmuch as it complemented the expertise derived directly from the expert.

3. Prototyping: The interviews went side by side with an actual prototype developed to
foster better communication between the expert and the KE's. This helped offset some of
the limitations of the interviewing process. Each subsequent version of the prototype
provided a chance for the expert to “endorse” the KE's interpretation of the knowledge
supplied in the previous interview. At times the expert would clarify a previous answer
and supply a new one; thus it became clear that the prototype helped correct errors in
communication and misinterpretations.

The System-Building Process

The project was conducted in an interactive fashion and rapid prototyping was used to develop
the system. Figure 3 shows the block diagram of the prototype system. First, the patient’s needs
and constraints are considered. This data can be provided on line or by using an input text filein
which the data about a particular patient is stored. To accomplish this task a number of rules of
the type IF/THEN are implemented. The result of this examination, which is a template of facts
about the patient in question, is then used by the search module which in turns uses this
information while searching the wheelchair database to find the appropriate wheelchair(s). Note
that the optimizer module consists also of IF/THEN rules. As for the wheelchair database, it
contains a list of wheelchairs with different features. An explanation facility where the reasoning
of the system is explained to the user can be added to the system. Findly, there is a solution set
module where the recommendations of the ES are included. In the next subsection, a description
of CLIPS, an expert system language, is presented. Then, sample screens and dialogue are
shown.

12



Patient Database Wheelchair
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Patient": . N
t
Needs/Constrain Searcl Explanation Facility

\A Solution Set

Figure 3. Block Diagram of the System Design

CLIPS

CLIPS (short for C Language Integrated Production System), developed at NASA/Johnson
Space Center, has recently shown increasing usage [6, 7, 11, 13]. CLIPS is a forward-chaining
rule-based language that resembles OPS5 and ART, other widely known rule-based devel opment
environments. Figure 4 shows the basic components of CLIPS, which are essential for an ES.
Following thisfigure is a brief description of each component.

1. User Interface: The mechanism by which the user and the expert system communicate.

2. Fact-list: A global memory for data. For example, the primary symptom of an MS patient can
be represented in CLIPS syntax as in Figure 5. For clarity, the reserved key words of CLIPS are
printed in bold letters.

3. Knowledge-base: Contains al the rules used by the expert system. For instance, consider the
following partia rule that is used by the system to list al the primary symptoms of an MS
patient:

| F user has a primary symptom of cerebellar ataxia

THEN the primary symptom is cerebellar ataxia

In the CLIPS syntax, this rule and the associated dialogue can be written as shown in Figure 6.

4. Inference engine: Makes inferences by deciding which rules are satisfied by facts, prioritizes
the satisfied rules, and executes the rule with the highest priority.

5. Agenda: A prioritized list created by the inference engine of instances of rules whose patterns

are satisfied by facts in the fact list. The following shows the contents of the agenda at some
stage:

13



Agenda

Fact Inference Knowledgg
List Engine Base
User
Interface

Figure 4. CLIPS Basic Components. Adapted from [6].

Engl i sh: o _
The primary symptom of the patient is cerebellar ataxia

CLI PS:
(deffacts user-data
(s synptons prinmary cerebellar ataxia)

Figure 5. CLIPS Syntax for storing facts

In Figure 7, three instantiated rules are placed on the agenda. Each entry in the agendais divided
into three parts: Priority of the rule instance, name of the rule, and the fact-identifiers. For the
first entry in the agenda, for example:

« 2 refersto the priority.

* ms-symptom-primary is the name of therule.

« f-5 isthe fact-identifier of the fact that matches the pattern of the rule. Such facts are stored
asinFigure5.

(defrul e ns-synptons-prinmary
?phase <- (phase ms synpton)
=>
(retract ?phase)
(printout t crlf "What is the primry synptom of the M
patient? ")
(bi nd ?answer (readline))
(if (not (stringp ?answer))
then (printout t crlf "Please check again!" crlf)
(assert (phase ns synptonj)
(if (stringp ?answer)
then (bind $?sym (str-expl ode ?answer))
(assert (nms synptons prinmary $?sym secondary))))

Figure 6. CLIPS Syntax for rules

14



Agenda
2 ne-synptons-prinmary: f-
1 ns-synptons-secondary: f-
0 ms- synpt ons- secondary- nore f-

REZEY

f-8

Figure 7. CLIPS Agenda

Sample Screens And Dialogue

The above rule, the ms-symptoms-primary rule, can be used to show a scenario of a dialogue
between the end user (e.g., aphysical therapist) and the expert system as follows:

VHAT IS THE PRI MARY SYMPTOM OF THE MS PATI ENT?
cerebellar ataxia

VHAT | S THE SECONDARY SYMPTOM OF THE Ms PATI ENT?
weakness

Figure 8. A Sample screen of adialoguein a session

Based on the new information provided by the end user, the data about the patient will be
updated. Accordingly, the fact-list will include a new fact which shows the name of the primary
symptom of this patient. The resulting fact is presented in Figure 5. Another impact of this new
information will be to update the agenda to include the next rule to be fired, the ms-secondary-
symptom rule in this case. Thisis possible because a new fact, f-5, which was entered by the user
as an answer to an on-screen question, now satisfies this rule.

LESSONS LEARNED
There are many lessons to be learned from this project. First: the evolutionary prototyping in de-

signing expert systems is proven to be superior to conventional system development life-cycle.
Figure 9 shows the steps involved in designing a system under the traditional method.

End

User B Analysi |- Design |- Testing [-B Production

Figure 9. System Development Life Cycle (SDLC)

On the other hand, prototyping presents a more efficient way to design a system. Under this
method, the end user will be aware of the costs/benefits and, most importantly, will be a part of
the development team. In essence, the system will be modified a number of times until the
desired system is obtained. Figure 10 shows the steps involved in this method.

End User
&
Expert

ANALYSIS————H

o TESTING___| Prototyr

Figure 10. Evolutionary Prototyping

Second: the expert system developed in this project has shown the wheelchair selection problem
to be a good candidate for ES applications. This project has also shown that there are major
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benefits for both the medical practitioners and the MS patients to be derived from such an
application. Third, it is evident from this project that other similar medical subdomains might be
good candidates for the application of the ES technology. Our project serves to expand the
medical applications domain. Fourth, CLIPS was found to flexible, powerful, and intuitive
development environment for this application.

CONCLUSIONS

The authors of this paper were involved in a project concerned with the actual development of a
wheelchair selection expert system. A prototype expert system (Wheelchair_Advisor) was devel-
oped, using CLIPS, to prescribe wheelchairs for Multiple Sclerosis (MS) patients. This paper
reports the process, the experiences of the authors, the advantages of evolutionary prototyping
for expert system development, and the possibilities for new medical subdomains as candidates
for expert system applications.

Our findings show that there are major advantages for using an expert system tool to aid in the
analysis and selection of awheelchair for an MS patient. Such an expert system can also be used
as atraining and educational tool in the medical industry.
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ABSTRACT

Expert Witness is an expert system designed to assist attorneys and medical experts in
determining the merit of medical malpractice claimsin the area of obstetrics. It this by substitutes
the time of the medical expert with the time of a paralegal assistant guided by the expert system
during the initial investigation of the medical records and patient interviews. The product of the
system is a narrative transcript containing important data, immediate conclusions from the data,
and overall conclusions of the case that the attorney and medical expert use to make decisions
about whether and how to proceed with the case. The transcript may also contain directives for
gathering additional information needed for the case.

The system is a modified heuristic classifier and is implemented using over 600 CLIPS rules
together with a C-based user interface. The data abstraction and solution refinement are
implemented directly using forward chaining production and matching. The use of CLIPS and C
is essential to delivering a system that runs on a generic PC platform. The direct implementation
in CLIPS together with locality of inference ensures that the system will scale gracefully. Two
years of use has revealed no errors in the reasoning.

INTRODUCTION

When preparing a medical malpractice lawsuit, an attorney must identify the relevant facts and
use them to decide first if the case has merit. Usually, the attorney consults a medical expert to
evaluate the client's medical records and to advise the attorney. The problems for attorneys and
clients is that medical experts are both expensive and relatively scarce, the problem of
determining fault is tedious and time consuming, and the case load is growing.

Our approach to this problem is to make a preliminary determination of merit without investing
large amounts of time from a medical expert. Using an expert system called Expert Witness, the
paralegal staff can be guided in their examination of medical records and conducting of client
interviews. After data collection, Expert Witness produces a transcript of reasoning that aids the
attorney and medical expert in determining the validity of acase. The transcript is very similar to
what the medical expert would also have produced, except that it was created with far less
expense. By taking this approach, an attorney can determine the preliminary merits of a lawsuit
while saving substantial amounts of money. The attorney and medical expert can take on more
work. Deserving cases are more likely to be pursued because more cases can be handled overall.
Fewer non-meritorious, wasteful cases need be pursued, resulting in saved expense and anguish.
Overdl, in two years of operation, Expert Witness has been tested in 10 legal offices on
numerous cases with no complaints, and based on the success of the system, significant
development is planned to greatly expand its coverage.

19



This paper describes the functional architecture, the implementation, the history, and the plans
for expansion of Expert Witness. It begins with a functional overview of the Expert Witness in
the Functional DescriptionSection. After the functional description, some typical cases are
described in the Example Cases Section. In the Implementation, History, and Future Directions
Section, the implementation of the current system in CLIPS and C is described, asis the history
of the project, and the future directions. Results and conclusions are given in the Results and
Conclusions Section.

FUNCTIONAL DESCRIPTION

The current domain of expertise for Expert Witness is obstetrical malpractice. The overall
context in which Expert Witness determines the extent of medical malpractice is shown in Figure
1. To determine the fault of medical personnel, Expert Witness directs a paralegal in the search
for relevant medical facts from patient records and patient interviews. Such information includes
the family history, the patient history, the history of the mother prior to birth, the events and
medical procedures performed at birth, and subsequent tests and treatment. Expert Witness builds
a case file for each client. This multiple client feature allows the paralegal to start and stop data
collection corresponding to the availability of information and access to the client. When
sufficient data has been collected, a narrative transcript and a fact summary is produced. The
narrative transcript is similar to what the medical expert would have produced. It marks the
important details, such as confirming or disconfirming evidence, presents reasoning chains based
on evidence, suggests further tests, and derives conclusions regarding the viability of the case.
The transcripts and the fact summaries are used by the attorney and the medical expert to make
the final decision whether mal practice contributed to the client's condition, and also to determine
what additional data need collected. The general philosophy embedded in Expert Witness's
knowledge is to only make conservative conclusions, based on practice that is well accepted in
thefield.

medical records patient

/ narrative transcript attorneys
@Vnness —— fact sheets medical experts

patient histories

paralegal

Figure 1. Context of Expert Witness
EXAMPLE CASES
The following cases are summaries of two actual cases handled by Expert Witness.
Case |
An infant was born with apgar scores of 8 and 9. The birth weight was six pounds. During the

mothers labor, monitoring indicated that the baby was in distress. In response to the data
suggesting distress, the physician treated the mother and reviewed the mother’s medications. It
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was found that one of the medications that the mother was taking is known to create false
positive findings of fetal distress. Normally, the distress patterns would have lead to a cesarean
section. By reviewing the data correctly, the physician avoided an unnecessary surgery which
carries added risks for the mother. The Expert Witness program analyzed the data and advised
the user that the physician had acted appropriately based upon the facts presented. This analysis
prevented a potentially frivolous law suite.

Casel ll

A child is known to be mentally retarded. The child was born with apgar scores of 2 and 5.
During labor, the mother had a biophysical profile which was abnormal. After delivery, the
infant developed low blood sugar and seizures. Family history revealed that the mother has a
nephew by one of her sisters who is also mentally retarded. The Expert Witness program
analyzed the data and advised the user that there appeared to be some improprieties on the part of
the physician during the mother's labor that could have contributed to the child's present
condition. It also noted, however, that there may have been a pre-existing condition which may
be the main contributor to the child's problems. It suggested that further analysis is necessary.
Thisis acase that deserved further in depth analysis by actual expert witness physicians.

IMPLEMENTATION, HISTORY, AND FUTURE DIRECTIONS

Expert Witness is used cyclically to build up a patient file. Within each cycle there are two
stages, data collection and data inference. Data collection is done interactively as the paraegal
presents known information to the system through a text based user interface written in C. Once
al known information is provided, the inference phase begins, and the known data are analyzed
to determine what conclusions are able to be made and what they are. When more information is
needed, additional data are suggested in the transcript. The medical expert may also direct the
paralegal to obtain more information. The next cycle of data collection/inference process allows
direct entry of any additional information, and produces a more complete narration.

The inference part of the system is written in CLIPS 4.3.1 Over 600 rules congtitute the
knowledge base. The basic architecture is an elaboration of the heuristic classification model.2
Initial data are abstracted from quantitative values to qualitative categories. Matching, based
directly on CLIPS rule matching, is used to determine the first level of solutions in the form of
direct conclusions in the narrative transcript. Additional reasoning is performed to produce the
next level of conclusions, based on the initial level. In contrast to some heuristic classifiers which
seek to produce one conclusion and may take the first one that is satisfactory, Expert Witness
makes all conclusions that it can. It uses a mix of reasoning methods, using some data to
strengthen and some data to weaken conclusions. It does not use certainty factors or other
approximate reasoning methods, since the qualitative representation of strength of belief using
basic CLIPS was adequate for the conservative reasoning philosophy adopted for the system.

The performance of Expert Witness has been very good. The knowledge used has generally been
localized, and the reasoning chains have been kept relatively short. Factoring of the rule base into
a number of independent subsystems for determining the first level of conclusions has also
helped. The second level conclusions are made using arule base that is loaded after all first level
conclusions have been made.

1 CLIPS Release Notes, Version 4.3, NASA Johnson Space Flight Center, June 13, 1989.
2 Clancey, W. J., "Heurigtic Classification," Artificial Intelligence, 27:3, December 1985, pp.
289-350.
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Expert Witness was built over a period of 5 months beginning in 1991. The initial knowledge
engineer and expert was Dr. Ray Lewandowski, a medical consultant and clinical geneticist. The
user interface was constructed by David Perkins at Texas A&M University-Corpus Christi. The
system has since been used by ten attorneys and their staff. Follow-up consultations are
performed with Dr. Lewandowski. Plans are underway to increase the number of users. In the
several years since being introduced in the field environment, no incorrect recommendations
have been made, and much time has been saved.

Based on the success of the initial system and demands of the users for broadening the scope of
application, additional experts are currently being interviewed in the areas of neonatology,
expanded obstetrical coverage, and hospital practices and procedures. Additional modules
beyond those are in the planning stage. No significant changes to the structure of the knowledge
base are expected. Knowledge should remain localized, and the performance penalty should
grow linearly with the number of systems. Each system will be incorporated so that it can
function as a stand-alone or integrated component of the entire system.

RESULTS AND CONCLUSIONS

The system has since been used continuously since its development by ten attorneys and their
staff. In the several years since being introduced in the field environment, no incorrect
recommendations have been made, and much time has been saved. Based on this extended
success, plans are underway to increase the number of users and the scope of the system's
coverage.

A critical success factor for Expert Witness, aside from the quality of the knowledge base, has
been the need for it to run on a generic hardware platform. The use of CLIPS has alowed us to
keep the system small, while maintaining speed and ease of programming, both because the
inference component is small and because it easily interfaced with a compact C user interface.

The second critical success factor derived from CLIPS is the suitability of the forward reasoning
and matching to the application and representation of the knowledge. Although CLIPS would
have alowed it, no meta-level reasoning was necessary. This simplicity allowed the knowledge
base to grow to over 600 rules without greatly affecting the structural complexity of the
knowledge or the cost of using it. On the face of it, the plainness of the knowledge representation
as rules speaks against this system when compared to more complicated knowledge structures
and control regimes, but in redlity, the degree of fit between the knowledge and the inference
system has allowed us to create and maintain a reasonably large knowledge base cheaply and
reliably. This simplicity is crucia for us when we consider expanding the knowledge base as
much as fivefold, which we intend to do.
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ABSTRACT

This paper describes the development of a prototype expert system for the intelligent selection of
robots for manufacturing operations. The paper first develops a comprehensive, three-stage pro-
cess to model the robot selection problem. The decisions involved in this model easily lend
themselves to an expert system application. A rule-based system, based on the selection model, is
developed using the CLIPS expert system shell. Data about actual robots is used to test the
performance of the prototype system. Further extensions to the rule-based system for data
handling and interfacing capabilities are suggested.

INTRODUCTION

Many aspects of today’ s manufacturing activities are increasingly being automated in a feverish
pursuit of quality, productivity, and competitiveness. Robotics has contributed significantly to
these efforts, more specifically, industrial robots are playing an increasingly vital role in
improving the production and manufacturing processes of many industries [6].

The decision to acquire arobot, however, is anontrivial one, not only because it involves alarge
capital outlay that has to be justified, but also because it is largely complicated by a very wide
range of robot models from numerous vendors [6]. A non-computer-assisted (manual) robot
selection entails a number of risks, one of which isthat the selected robot might not meet the task
requirements; even if it does, it might not be the optimal or the most economical one.
Mathematical modeling techniques, such as integer programming, are rather awkward and
inflexible in tackling this problem. The reason for this is that the robot selection processisan ill-
structured and complex one, involving not only production and engineering analysis, but also
cost/benefit analysis and even vendor analysis. Itsill-structured nature does not readily lend itself
to tractable mathematical modeling. Therefore, nontraditional approaches, such as expert systems
(ES) or artificial neural networks (ANN), seem intuitively appealing tools in these circumstances.

When the decision maker (DM) is charged with making the selection decision, he or sheis being
called upon to play three roles at the same time, namely (1) financial analyst, (2) robotics expert,
and (3) production manager. In other words, the decision maker would need to make three differ-
ent (albeit related) decisions: (1) choosing the best robots that match the task requirements at
hand, (2) choosing the most cost effective one(s) from those that meet the requirements, and (3)
deciding from which vendor to order the robot(s). We shall call these decisions technical,
economic, and acquisitional, respectively. Clearly, these are very complex decisions all to be
made by the same decision maker. Supporting these decisions (e.g., by a knowledge-based
system) should alleviate the burden from the decision maker and bring some consistency and
confidence in the overall selection process. The success of the ES technology in a wide range of
application domains and problem areas has inspired its use as a vehicle for automating decisions
in production and operations management [1, 19], aswell as the robot selection decision [16, 17].
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In this paper, a three-stage model is presented for the robot selection process. The model is
comprehensive enough to include the major and critical aspects of the selection decision. It is
implemented in a CL1PS-based prototype expert system. The rest of the paper is organized asfol-
lows. In the following section, we review previous work and, in the third section, we present our
three-stage model to robot selection. In the fourth section, the implementation of the prototype
expert system is discussed. Limitations of, and extensions to the prototype expert system with
database management (DBMS) capabilities are provided in section five. We conclude the paper
in section six.

MOTIVATION AND RELATED WORK

The application of knowledge-based systems in production and operations management has been
investigated by a number of researchers[1]. In particular, the application of ES in quality control
[3], in job shop scheduling [18, 19], and industrial equipment selection [11, 20] has been
reported in the literature. The robot selection problem is prominent in thisline of research [8, 15,

17].

In an earlier paper by Knott and Getto [9], an economic model was presented for evaluating
aternative robot systems under uncertainty. The authors used the present value concept to
determine the relative worthiness of alternative robot configurations. Offodile, et al. [14, 15]
discuss the development of a computer-aided robot selection system. The authors developed a
coding and classification scheme for coding and storing robot characteristics in a database. The
classification system would then aid the selection of the robot(s) that can perform the desired
task. Economic modeling can then be used to choose the most cost-effective of those selected
robots. Other related work includes Offodile et al. [16], Pham and Tacgin [17], and Wang, et al.
[21].

A review of the above literature indicates that these models are deficient in at least one of the fol-
lowing measures:

e Completeness. We suggested earlier that the robot selection problem involves three
related decisions. The models presented in the literature deal invariably with at most two
of these decisions. The other aspects of the selection decision are thus implicitly
assumed to be unimportant for the robot selection problem. Experience suggests that this
is not the case, however.

»  Generality: the models presented are restricted to specific production functions, e.g.,
assembly. Many of today’s production functions are not monolithic but rather a
collection of integrated functions, i.e., welding, assembly, painting, etc. In particular,
industrial robots are by design multi-functional and a selection model should be robust
enough to evaluate them for several tasks.

* Focus. The focus in the literature is often more on robot characteristics (robot-centered
approach) than on the task the robot is supposed to perform (task-centered approach).
We posit that task characteristics should be the primary focus in determining which
robot to choose, not the converse.

We propose a three-stage model that captures the overall robot selection process, with primary
emphasis being given to the characteristics and requirements of the task at hand. The proposed
task-centered model is comprehensive in the sense that it covers the robot selection problem from
the task identification, through robot selection, to vendor selection and, possibly, order
placement. The model is also general in the sense that it applies to a wider range of industrial
robot applications. While this selection model is different from previous approaches, it
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incorporates in a systematic manner all the critical decisions in any sound robot selection
process. The sequential order of these decisions, and the related phases, is important from a
logical as well as an efficiency standpoints. We cannot, for example, separate the technical
decision from the economic decision, for a robot that is technically well suited to do the job
might not be economical; and vice versa. We shall present our model in the following section
and in the subsequent sections discuss its implementation in a knowledge-based system.

A THREE-STAGE MODEL FOR ROBOT SELECTION

Figure 1 depicts the three-stage robot section scheme proposed in this paper. We present a
general discussion of the scheme in the subsequent subsections.

*  Technical decision: Thisis the first and the most critical decision to be made. It is the
formal selection of one or more candidate robots that satisfy the minimum requirements
and characteristics of the task to be performed. It is technical in the sense that it would
normally be made by the production or process engineer upon a careful analysis of the
technical characteristics of both the task and the robot. This decision is the most difficult
of the three. A thorough analysisisrequired to arrive at the initial set of feasible robots.

e Economic decision: Thisis a decision involving the economic merit of the robot. More
specifically, it is a decision about the most cost-effective robot alternative(s) considering
both initial cost (purchase price) and operating costs. The purpose of the initial and
operating costs is twofold: (1) to allow for arough justification for the robot, and (2) to
allow for a choice to be made among rival robots. Suppose, for example, that we had a
choice of two robots from Stage One (to be described shortly)—one which is adequate
for the task and costs within reasonable range; the other is more technologically
advanced but costs well beyond what is considered economical for the task in question.
Clearly the estimated cost of the latter would force us to choose the former robot.

e Acquisitional decision: This is simply deciding which vendor to acquire the robot(s)
from. The choice of avendor is based not only on purchase price, but also on service and
quality.

The following three stages implement the above decisions in a systematic manner.
Stage One: Technical Decision

The purpose of this first stage is to determine a (possibly set of) robot(s) that most closely
matches the task requirements. The starting point is the application area, or more specifically, the
task itself for which the robot is needed. Thus, we need to determine in this stage the following:

The application area, e.g., assembly, welding, painting, etc.
The task within the application area, e.g., small parts assembly.
The task requirements, e.g., precision, speed, load.

The robots that most fully satisfy these requirements.

Whether human workers can perform the task.

Whether to go with robots or humans, if 5 aboveistrue.

ok wWNE

| dentifying Application:
There is awide range of applications, across various industries, for which industrial robots may

be engaged. Both the application area and the narrow task within that application area should be
identified. Thus, within welding, for example, we would identify spot welding and arc welding.
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Identifying Task Characteristics:

This phase requires identification of al the task characteristics that influence the decision to
employ humans or robots, and the selection among alternative, technically feasible robots. These
characteristics will include, for example, the required degree of precision and accuracy; whether
it is too hazardous, dangerous, or difficult for humans, and whether significant increases in
productivity and/or cost savings would result.

Stage
Two

Stage
Three

Identify Application

Identify Task Characteristics

Stage Technical
One Decisions

Robot or Human

List of Robots

Rank Robots

Acquisition Cost Operations Cost Total Cost/Life Cycle Cost
| | Economic
Decisions
NPV Test?
List of Robots
Rank Vendors
|
Warranty Service Quality Weighted
LV Aquisitional
Decisions

Choose Most Favored

Selected Robot and Vendor

Figure 1. Three-Stage Robot Selection Model
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A precise task definition might also require atask classification scheme, more fine-tuned than the
one suggested by Ayres and Miller [2]. Since the desired robot is a function of the complexities
of the task in question, we suggest the development of a task/robot grid (TRG) to associate
specific task characteristics with relevant robot attributes. Let Cj; denote value j of task
characteristic i, and A;; denote value  of robot attribute i, i=1, 2, ..., m; j=1, 2, ..., n. Here G is
said to be compatible with A;j, for particular values of i and j, if A; satisfies Cj;. For brevity, we
denote this relationship by Cj; T A;j. Thus specifying task characteristic Cj; would automatically
call for arobot attribute A;j such that A;j at least satisfies the task requirement Cj, T i].

Stage Two: Economic Decision

This stage can be called a cost justification stage. It utilizes the output from the first stage, which
isone or more robots suited to the task at hand. The primary role of this stage is the identification
of those robots that make economic sense to invest in; a present value approach is followed by
the knowledge-based system to exclude all robots with net present value (NPV) less than their
net cost (i.e., purchase price and operating costs). A ranking on the basis of the cost factor isthen
applied to the remaining robots, if any, i.e., to those passing the economic viability test. Thus, net
present value analysis is used to determine whether it is profitable to employ any robot, given its
net cost and the economic benefits (e.g., incremental cash flows) expected to accrue as aresult of
employing the robot to perform the task.

By the end of Stage Two we will have identified a subset of robots that are the most favorable in
terms of performance as well as cost. Since a large number of vendors may be available, it is
important to be able to get the “best” deal possible. This implies not only a good competitive
price, but also acceptable quality, warranties, and a promise of support services.

Stage Three: Acquisitional Decision

In Stage three we have to rank, for every vendor, every robot that meets the choice criteria in
Stages 1 and 2. The factors that are involved in these rankings are many. For example, Hunt [6]
indicates that a certain study revealed the following factors as critical in the purchasing decisions
of robots. design, performance, cost, maintenance, warranties, financial terms, and delivery
terms. These can conveniently be grouped into four categories: (1) cost (purchase price and
operating costs), (2) warranties, (3) quality (performance and design), and (4) service (support,
financial and delivery terms). Maintenance is part of operating cost which is accounted for in
Stage Two. Quality, services, warranties, and purchase price are the relevant factors in vendor
selection. Purchase price has also played a role in the economic decision to determine the
viability of each robot. Here, prices are used to compare vendors and rank robots accordingly.
Therefore, for each vendor we rank the relevant robots on the basis of purchase price and the
other three criteria (quality, warranties, services) and choose the most favorable vendor/robot
combination.

THE KNOWLEDGE-BASED SYSTEM

We implemented the prototype knowledge-based system using the CLIPS expert system tool
[12]. CLIPS is aforward-chaining rule-based language that resembles OPS5 and ART, two other
widely known expert system tools [5]. Developed by NASA, CLIPS has shown an increasing
popularity and acceptance by end users [10]. The two main components of this prototype, the
knowledge base and the database, are discussed below.
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The Knowledge Base

The primary focus of the selection model is the task characteristics, since it is these
characteristics that determine what type of robot is needed. This emphasis is reflected in the
knowledge base (KB) (or rule base) which captures the knowledge about different task
requirements that are needed to justify the use of robots or humans and to specify a particular
matching robot or robots. Thus, given certain task characteristics or requirements, the expert
system will specify the most suitable robot configurations for performing the task.

The KB also includes knowledge about robot costs and how to manipulate these costs to justify
(economically) the use of the respective robots and rank those robots that are considered
justifiable. Thus, given operating and purchase costs for each robot, the expert system ranks them
on the combined cost criterion. Finally, the KB also includes knowledge to help vendor selection.
Subjective multiple criteria are used to compare vendors with associated robots of interest.

As arule-based shell, CLIPS stores the knowledge in rules, which are logic-based structures, as
shown in Figure 2. Figure 3 isanatural English counterpart of the rulein Figure 2.

; Rule No 29.
(Defrul e find-robots-3rd-pass “Technical Features”
?f <- (robot-2 ?robot)
(Features (Accuracy ?v11l)
(Repeat ?v12)
(Velocity ?v13)
(Payl oad ?v14)

(Robot (1D ?robot)
(Accuracy ?v21& (<= ?v21 ?v1l))
(Repeat ?v22& (<= ?v22 ?v12))
(Velocity ?v23& (<= ?v23 ?v13))
(Payl oad ?v24& (<= ?v24 ?vl4))

)

=>

(retract 2f)

(assert (robot-3 ?robot)

Figure 2. Example Rulein CLIPS

Rul e No 29: Finds robots matching given technica
f eat ures.

I F There is a robot for the application with the
required grippers,

AND This robot neets (at a mininun) the follow ng
techni cal features: Accuracy, Repeatability,
Vel ocity, and Payl oad as specified by user

THEN Add this robot to the set of currently feasible
r obot s.

Figure 3. Example Rule in Natural English
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The Database

The database is a critical resource for the ES; all details for robot configurations are contained in
the database. The type of information stored for each robot includes:

Robot class or model
Performance characteristics
Physical attributes

Power characteristics

A full-fledged system would include the following additional information to permit proper
comparisons among competing robots.

*  Environment requirements
*  Genera characteristics
e Operating costs

Figure 4 shows the information stored in the database for atypical robot using CLIPS syntax. As
the figure indicates, each robot has a set of physical and performance characteristics (e.g., type of
end effectors, number of axes, repeatability, etc.) and a set of application tasks within its capabil -
ity. All of thisinformation (and more) is supplied by robot vendors.

(Robot (1D RT001)
(Control S2)
(Power E)
(Axes 6)
(Accuracy . 2)
(Repeat .05)
(Vel ocity 145)
(Payl oad 6)
(Effectors adjust-jaw)
(Jobs ML PT SA EAIN)
(Vendor “IBM Corp.")

)

(Vendor (1D VDO01)
(Narmre “1BM Corp.")
(Robot-1nfo RTO01 28500)
(Service .95)
(Warranty . 8)

(Quality .83)

)
Figure 4. “Facts’ Stored as Framesin a CLIPS Database

Also contained in the database are vendor attributes such as service record, warranties, quality,
robots carried and purchase prices (see Figure 3). The first three attributes are represented in the
database by subjective scores (ratings), on ascale of 0to 10. A “0” may indicate, for example, an
F rating, “10” an A++ rating. Thisinformation could come from industry analysts and expertsin
the robotics industry.
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[llustration

In this section we shall provide the results of a consultation with the prototype expert system
using actual robotics data obtained from Fisher [4]. The first step in Stage One is to describe the
application. For lack of space, we skip the dialogue that allows the decision maker to describe the
task and its suitability for robots or human workers. On the basis of the information provided in
that dialogue advice will be given as to the choice between arobot solution or human workers for
the task.

Next, in Stage Two, economic analysisis performed, using information elicited through a similar
dialogue as in Stage one, to determine the economic merit of each robot passing the technical
test. This involves calculating a net present value (NPV) for the net incremental benefits
resulting from employing robotics in the task under consideration. The NPV is then compared to
the net cost (price plus operating cost) of each robot, and only robots whose net cost is less than
or equal to the NPV are chosen. If no robot is found to meet this test, the system offers two
reasons for the failure:

1. that thetask isnot worth the required investments in robots, or
2. that the database includes insufficient number of robots.

In the last stage, Stage Three, the system €licits subjective input from the decision maker
regarding the importance of vendor attributes, such as service or warranties. Again, the rating is
on ascale of 0to 10; “0” indicates unimportant and “10” maximally important. This information
is then used to compute a subjective score for each vendor, by weighting the analyst’s ratings of
each vendor with the input from the decision maker. Now, robots can be ranked by both price
and vendor weighted score. Figure 5 shows the final results of this consultation.

I ndi cate the inportance of each of the foll ow ng,
on a scale fromO to 10:
1. Vendor service quality :7
2. Vendor warranties :8
3. Product quality :9
4. Price :6

Rank by Subjective score (S) or by Price (P)? p

Robot | ndex Vendor Nane Price Score
RT005 ASEA, Inc. $60000 17
RTOO07 Bendi x $70000 13
RTO11 Cincinnati M acron $90000 17
RT006 Aut omati x, |nc. $95000 18
RT008 Bendi x $95000 13
RT016 Kuka $125000 13

The net present val ue of cashfl ows: $129036. 6

Figure 5. Subjective Vaues and Final Results
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LIMITATIONS AND EXTENSIONS

The description of the task as allowed by the current prototype provides only a broad definition
of the nature of the task to be performed; it does not provide specific details or “tolerances.” For
example, to increase the chances of a match, the user may be tempted to supply larger (less
tighter) values for positional accuracy and repeatability. However, this may result in a large
number of robots being selected and the prototype system allows ranking only through price and
vendor attributes. To rank robots for each and every attribute, however, would probably be both
unwieldy and unrealistic.

Moreover, a knowledge-based robot selection system should provide a friendly interface that
allows the decision maker to input English phrases to describe a particular application; the
system would then use the task definition thus provided by the user to suggest applicable
robot(s). Therefore, the crucia task of the knowledge-based system would be to make sense out
of the English phrases supplied by the decision maker to describe the task. This implies that the
knowledge-based system would have to have some natural language processing capability to
properly associate the task description with meanings represented in the knowledge base. This,
then, would pave the way for processing the applicable knowledge to reach a choice of a set of
robots.

Additionally, as mentioned earlier, the database component of the expert system needs to store a
wealth of information about a wide range of robots and vendors. This information can be not
only very detailed, but volatile as well, as the robot technology advances and as competition
among vendor produces changes in vendor profiles. What all this amounts to is that the expert
system needs to be able to survive the test of time and handle this voluminous data in a graceful
manner. Current expert systems exhibit elementary data management capabilities which are
inadequate for this inherently complex database. As Jarke and Vassiliou [7] indicate, a
generalized Database Management System (DBMYS) integrated in the ES may be necessary to
deal with this database effectively. These authors sketch out four ways to extend expert systems
with DBMS capabilities, not all of which are relevant in any given circumstances.

CONCLUSION

We presented in this paper a robot selection model based on a three-stage selection process; each
stage feeds its output into the next stage until a final robot/vendor combination is selected. We
implemented this model in a prototype knowledge-based system using the CLIPS expert system
language. The prototype indicated that a full fledged expert system will be practical and can be
extremely useful in providing a consistent and credible robot sel ection approach.

Further work is needed to improve the granularity and natural language processing capability of

the system. Also needed is research into possibilities of extending the database management

capabilities of the robot selection system by coupling it with a database management system.
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ABSTRACT

The growing demand for intelligent information systems requires closer coupling of rule-based
reasoning engines, such as CLIPS, with advanced Data Base Management Systems (DBMYS). For
instance, severa commercial DBMSs now support the notion of triggers that monitor events and
transactions occurring in the database and fire induced actions, which perform a variety of
critical functions, including safeguarding the integrity of data, monitoring access, and recording
volatile information needed by administrators, analysts and expert systems to perform assorted
tasks; examples of these tasks include security enforcement, market studies, knowledge
discovery and link analysis. At UCLA, we designed and implemented the Event Pattern
Language (EPL) which is capable of detecting and acting upon complex patterns of events which
are temporally related to each other. For instance, a plant manager should be notified when a
certain pattern of overheating repeats itself over time in a chemical process; likewise, proper
notification is required when a suspicious sequence of bank transactions is executed within a
certain time limit.

The EPL prototype is built in CLIPS to operate on top of Sybase, a commercia relational
DBMS, where actions can be triggered by events such as simple database updates, insertions and
deletions. The rule-based syntax of EPL alows the sequences of goalsin rulesto be interpreted
as sequences of temporal events, each goa can correspond to either (i) a smple event, or (ii) a
(possibly negated) event/condition predicate, or (iii) a complex event defined as the digunction
and repetition of other events. Various extensions have been added to CLIPS in order to tailor the
interface with Sybase and its open client/server architecture.

INTRODUCTION

A growing demand for information systems that support enterprise integration, scientific and
multimedia applications has produced a need for more advanced database systems and
environments. In particular, active rule-based environments are needed to support operations
such as data acquisition, validation, ingestion, distribution, auditing and management —both for
raw data and derivative products. The commercial DBMS world has sensed this trend and the
more aggressive vendors are moving to provide useful extensions such as triggers and open
servers. These extensions, however, remain limited with respect to functionality, usability and
portability; thus, there remains a need for an enterprise to procure a database environment that is
(1) more complete and powerful, and thus supports those facilities not provided by vendors, and
(2) is more independent from specific vendor products and their releases and helps the enterprise
to manage their IMS and cope with multiple vendors, data heterogeneity and distribution.

A particularly severe drawback of current DBMS istheir inability of detecting patterns of events,
where an event is any of the possible database operation allowed by the system; typicaly they
are: insertion, deletion and updating. Depending on the application, sequences of events

1 This work was done under contract with Hughes Aircraft Corporation, Los Angeles, California
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temporally related to each other, might be of interest for the user. In addition to basic database
events, management of long transactions and deferred actions may be involved in such patterns.
Practical examples of such meaningful patterns of events are:

Temperature which goes down for three consecutive days,

2 day delayed deposit for out-of -state checks;

30 days of inactivity on abank account;

IBM shares increased value consecutively within the last week;

Big withdrawal from a certain account followed by a deposit for the same amount on
another account.

These and similar situations may require either a certain action to take place (e.g.: buy IBM
shares) or a warning message to be issued (e.g.: huge transfer of money is taking place.) EPL
gives the user the ability to handle such situations.

The purpose of this paper is to propose a rule-based language and system architecture for data
ingestion. The first part of this paper describes the language, then the system architecture is
discussed.

EPL DESCRIPTION

An EPL program consists of several named modules; modules can be compiled, and enabled
independently. The head of each such module defines an universe of basic events of interest,
which will be monitored by the EPL module. The basic events being monitored can be of the
following three types:

i nsert (Rnane), del ete(Rnane), update(Rnane)
where Rname is the name of a database relation.

A module body consists of one or more rules having the basic form:

event-condition-1list
®
action-1list

The left hand side of the rule describes a certain pattern of events. When such a pattern
successfully matches with events taking place in the database the set of actions listed in the right
hand side are executed.

For instance, assume that we have a database relation describing bank accounts whose schemais:
ACC(Accno,Balance). We want to monitor the deposits of funds in excess of more than
$100,000 into account 00201. In EPL, this can be done as follows:

begi n Account Moni t or
noni t or updat e( ACC), del ete(ACC), insert(ACO;

updat e( ACC( X)),
X. ol d_Accno = 00201,
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X. new_Accno = 00201,
X. ol d_Bal ance - X new_Bal ance > 100000
->
wite( "suspect withdraw at %", X evtine)
end Accont Moni tor.

The lines “begin AccountMonitor” and “end AccountMonitor” delimit the module. Several rules
may be defined within a module (also refereed as “monitor”.) The second line in the example
define the universe for the module, in this case any update, delete and insert on the ACC table
will be monitored by this module. Then the rule definition comes. Basically this rule will be fired
by an update on the ACC table, The variable X denotes the tuple being updated. The EPL system
makes available to the programmer both the new and the old attribute values of X, these are
respectively refereed by means of prefixes “new_” and “old_". An additional attribute, namely
“evtime’, isavailable. This contains the time when the specific event occurred.

In the previous rule, the event-condition list consists of one event and three conditions. The
action list contains a single write statements. In general one or more actions are allowed, these
actions are printing statements, execution of SQL statements, and operating system calls.

The previous rule can also be written in a form that combines an event and its qualifying
conditions, that is:

updat e( ACC( X) ,
X. ol d_Accno 00201,
X. new_Accno 00201,
X. ol d_Bal ance - X. new_bal ance > 100000)
->
wite("suspect withdraw at %", X evtine)

In this second version, the extent of parentheses stresses the fact that conditions can be viewed as
part of the qualification of an event. A basic event followed by some conditions will be caled a
qualified event.

The primitives to monitor sequences of events provided by EPL are significantly more powerful
than those provided by current database systems. Thus, monitoring transfers from account 00201
to another account, say 00222, can be expressed in a EPL module as follows:

updat e( ACC(X), X. old_Accno = 00201,
X. ol d_Bal ance - X. new_Bal ance > 100000)
updat e(ACC (Y), Y.old_Accno = 00222,
X. ol d_Bal ance - X new Bal ance = Y. new Bal ance - Y. ol d_Bal ance)
->
write("suspect transfer")

Thus, the succession of two events, one taking a sum of money larger than $100.000 out of
account 00201 and the other depositing the same sum into 00222, triggers the printing of a

warning message.

For this two-event rule to fire, the deposit event must follow immediately the withdraw event.
(Using the concept of composite events described later, it will also be possible to specify events
that need not immediately follow each other.)

The notion of immediate following is defined with respect to the universe of events being
monitored in the module. Monitored events are arranged in atemporal sequence (a history). The
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notion of universe is also needed to define the negation of b, written !'b, where b stands for a
basic event pattern. An event el satisfies b if el satisfies some basic event that is not b.

We now turn to the second kind of event patterns supported by EPL: clock events. Each clock
event is viewed as occurring immediately following the event with the time-stamp closest to it.
But aclock event occurring at the same time as a basic event is considered to follow that basic
event. For example, say that our bank make funds available only after two days from the deposit
of a check. This might be accomplished as follows:

i nsert( deposit( Y), Y.type = "check"),
clock( Y.evtime + 2D)
->

action to update balance ...
wite( "credit % to account # %", Y.anount, Y.account).

In this rule the “clock” event makes the rule waiting for two days after the check deposit took
place.

The EPL system assumes that there is some internal representation of time, and makes available
to the user away to represent constant values expressing time. In particular, any constant number
can be followed by one of the following characters. 'S, 'M', 'H', 'D', which stand, respectively, for
seconds, minutes, hours and days. In the previous example the constant 2D stands for two days.
A value for timeis built as the sum of functions that map days, hours, minutes and seconds to an
internal representation. Thus 2D+24H+61M will map to the same value of time as 3D+ 1H+1M.
Thus, EPL rules are not dependent on the internal clock representation chosen by the system.
Observe that a clock can only take a constant argument —i.e., a constant, or an expression which
evaluates to a constant of type time.

Patterns specifying (i) basic events, (ii) qualified events, (iii) the negations of these, and (iv)
clock events are called simple event patterns. Simple patterns can always be decided being true
or false on the basis of a single event. Composite event patterns are instead those that can be only
satisfied by two or more events. Composite event patterns are inductively defined as follows. Let
{p1, P2, ---» Pn}, N>1 be event patterns (either composite or simple.) Then the following are also
composite event patterns:

1. (P, P2 -.., Pn) - @sequence consisting of p;, immediately followed by p,, ..., immediately
followed by p,.

2. n:p,: asequence of n>0 consecutive p;'s.

3. *:p;:asequence of zero or more consecutive p;'s.

4. [p11 p2| Ty pn] : (pl! *:!pZ! p21 ey *:!pn) pn)

5. {pw P2 ---, Pn} denotesthat at least one of the p; must be satisfied for (L £1 £ n).
Using the composite patterns we can model complex patterns of events. For instance, we can be
interested to “the first sunny day after at least three consecutive raining days.” Assuming that we
have a“weather” table which is updated every day (the “type” attribute contains the weather type
for the specific day.) Our rule will be:

[ (3:insert( weather(X), X.type = ‘rain’)),
insert( weather(Y), Y.type = ‘sun’)]
->
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write("hurrah, eventually sun on %\n", Y.evtine).

This rule fires even though between the three raining days and the sunny one there are days
whose wesather type is different from “rain”. In case we are interested to “the first sunny day
immediately following three or more raining days,” we should rewrite the rule as:

(3:insert( weather(X), X type ‘rain’),
*:insert( weather(2z2), Z type ‘rain’),
insert( weather(Y), Y.type = ‘sun’))
->
write("hurrah, eventually sun on %\n", Y.evtine).

Note the different use of the relaxed sequence operator “[...]" in the first case and the immediate
sequence one “(...)" in the second rule. By combination of the available composite operators,
EPL can express very complex patterns of events.

EPL ARCHITECTURE

EPL’s architecture combines CLIPS with a DBMS that supports the active rule paradigm. The
current prototype runs on Sybase [3] and Postgres [10] — but porting to other active RDBMS [6,
8] israther straightforward.

Sybase rule system presents some drawbacks like:
Only one trigger is allowed on each table for each possible event;
Thetrigger firesimmediately after the data modification takes place;

Trigger execution is set oriented, which means the triggers are executed only once
regardless the number of tuplesinvolved in the transaction;

Only SQL statements are allowed as actions.

EPL tries to both overcome to such limitations and allow the user to model patterns of
meaningful events.

Event Monitoring Mechanism

For each event which needs to be monitored by an EPL rule atrigger and atable (also referred as
Event monitor Relation, ER) have to be created on Sybase. The trigger fires on the event which
can be either an insert, delete or, update. This trigger will copy the modified tuple(s) into the
corresponding ER.

As an example, say that we want to monitor the insertion on the ACC relation previousy
defined. As soon as the EPL monitor is loaded into the system the fact (universe acc_mon i acc),
will be asserted into the CLIPS working memory. This new fact triggers a CLIPS rule which
creates a new Sybase relation called “ERacc_ins’ having the following schema: (int accno, int
balance, int evtime). Moreover, a Sybase trigger is created by sending the following command
from CLIPS to Sybase:

create trigger ETacc_ins on acc for insert as

begi n
declare @ int
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select @ = datediff( second, '16:00:00:000 12/31/1969', getdate())
insert ERacc_ins select distinct *, @ frominserted
end
The event time is computed as the number of seconds since the 4pm of 12/31/1969. This is a
standard way to represent time on UNIX systems. Any ER name starts with the prefix “ER”

followed by both the monitored table name and the type of event. The correspondent trigger has
“ET” as prefix.

As later explained, the module EPL-Querier performs the communication between CLIPS and
Sybase.

EPL rules as finite-state machines
As previously discussed, any EPL rule is modeled by a finite state automaton which is

implemented by a set of CLIPS rules. Transitions between automaton states take place when the
following conditions occur:

anew incoming event satisfies the current pattern;
apending clock request reaches its time;
apredicate is satisfied.
On atransition the automaton can take one of the following actions:

Move to the next Acceptance state where it will wait for the next event;

Move to a Fail state. Here, the automaton instantiation, with relative information, is
removed from the memory;

Move to a Success state. Here, the actions specified in the right hand side of the rule are
executed.

Each EPL rule is transformed to a set of CLIPS rules which implement its finite state machine.
Several instantiations of the same EPL rule can be active at the same time.

Architecture overview

EPL is basically built on top of CLIPS in two ways: 1) Some new functions, implemented in C,
have been added to CLIPS in order to support EPL; 2) CLIPS programs have been written to
implement the EPL rule execution system. Figure 1 depicts the entire EPL system.

EPL
EPL
EPL EPL source
Querier Conpi | er code
SQL
Commands SQL Conmands CLIPS rul es
SYBASE CLI PS
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Tabl es

CLI PS
Fact s
EPL EPL
Pol I'i ng User User
Interface
EPL Denons

Figure 1. EPL Architecture

EPL-Compiler is a rule trandator, it takes an EPL program as input and produces a set of
CLIPS rules which implement the EPL program. EPL -Palling, at regular intervals, transfers the
ERs from Sybase to the CLIPS working memory. This process requires some data type
conversion in order to accommodate Sybase tuples as CLIPS facts. The EPL-Querier sends
SQL commands to Sybase server when either (1) Sybase triggers or ERs have to be created (or
removed) or when (2) an SQL command is invoked on the action side of an EPL rule. The EPL -
User -1 nter face accepts commands from the user and produces output to either the screen or a
file. At low level, EPL commands are executed by asserting a fact in the CLIPS working
memory. Such an assertion triggers a rule which executes the desired command. This loose
coupling allows an easy design of the user interface whose only task is to insert a new fact
depending on the user action.

EPL-Demonsis a CLIPS program which implements the EPL rule execution system. Basically
this set of CLIPS rules monitors the entire EPL execution. The EPL demons, together with the
CLIPS rules produced by the EPL-compiler, form the entire CLIPS program under normal
execution time. The CLIPS facts on which these rules work are those periodically produced by
the EPL-Polling, and those asserted by the EPL user interface as a consequence of user actions.

CONCLUSIONS

This document has described the design and the architecture of EPL, a system which provides
sophisticate event pattern monitoring and triggering facilities on top of commercia active
databases, such as SYBASE. EPL implementation is based on CLIPS and the design of an
interface between SYBASE and CLIPS represented one of the most critical tasks in building
EPL. EPL rules are trandated into a set of CLIPS rules which implement the finite state machine
needed to execute such EPL rules.

This paper provided an overview of the language definition and a brief description of the system
implementation neglecting various implementation details for lack of space.

Future work is required to provide language extensions and interfacing with other active database
systems.
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EMBEDDING CLIPS INTO C++
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This paper describes a set of extensions to CLIPS that achieve a new level of embeddability with
C++. These extensions are the include construct and the defcontainer construct.

The include construct, (include <c++-header-file.h>), allows C++ functions to be embedded in
both the LHS and RHS of CLIPS rules. The defcontainer construct, (defcontainer <c++-type>),
allows the inference engine to treat C++ class instances as CLIPS deftemplate facts.

The header file in an include construct is precisely the same header file the programmer uses for
his own C++ code, independent of CLIPS. Consequently, existing C++ class libraries may be
transparently imported into CLIPS. These C++ types may use advanced features like inherience,
virtual functions and templates.

The implementation has been tested with several class libraries including Rogue Wave
Software’ s Tools.h++, GNU’ s libg++, and USL 's C++ Standard Components.
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ABSTRACT

The current DBMSs do not provide a sophisticated environment to develop rule based expert
system applications. Some of the new DBMSs come along with some sort of rule mechanism,
these are active and deductive database systems. However, both of these are not featured enough
to support full implementation based on rules. On the other hand, current expert system shells do
not provide any link with external databases. That is, al the data are kept into the system
working memory. Such working memory is maintained in main memory. For some applications
the reduced size of the available working memory could represent a constraint for the
development. Typically these are applications which require reasoning on huge amounts of data.
All these data do not fit into the computer main memory. Moreover, in some cases these data can
be already available in some database systems and continuously updated while the expert system
iSrunning.

This paper proposes an architecture which employs knowledge discovering techniques to reduce
the amount of data to be stored in the main memory, in this architecture a standard DBMS is
coupled with a rule-based language. The data are stored into the DBMS. An interface between
the two systems is responsible for inducing knowledge from the set of relations. Such induced
knowledge is then transferred to the rule-based language working memory.

INTRODUCTION

Current trends in database research area are about making smarter and more friendly current
DBMS. Traditionally, a DBMS is mostly a repository of information to be later retrieved by an
ad-hoc query language. If some data are currently unavailable in the system, or the query is not
properly issued, the system can return either an error or a non-answer. Thisis not really the case
when a specific question is asked to a human expert, in this case the expert digs in his or her
memory looking for an answer, if no proper answer is found the expert perhaps starts looking for
aternative, and approximate, responses. Actually, the expert uses his or her knowledge in a sort
of “cooperative way” trying to make the user as more satisfied as possible. To answer such a
guery the expert employs his or her knowledge in a much more productive way than performing
a simple linear scan over the known set of tuples in his or her mind: meta-knowledge was
fruitfully employed in order to formulate the answer.

In an artificial system such meta-knowledge can be known a priori (read: Tied up to the system
at database design time) or induced by an aready available set of relations. The purpose of
induced knowledge [3, 15] is to describe the current state of the database by means of sets of
rules; a rule induction algorithm is responsible to discover such induced knowledge. Basicaly,
induced rules are oriented to summarize the way the different attributes are related to each other.
Artificial reasoning can be built on top of this meta-knowledge.

This paper proposes an architecture which integrates two public domain systems, namely
Postgres and CLIPS, into a unique environment. The proposed architecture offers a shell for
developing expert systems able to work on large amounts of data. Database relations are stored
on Postgres while the artificial expert isimplemented on top of CLIPS. The artificial expert can
specialize the rule induction algorithm in order to focus the induction only on the necessary data.
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Postgres comes along with a rule system to implement active database features. By the way,
implementing an expert system using only Postgres has some drawbacks. The Postgres rule
mechanism has been designed for triggering over updates on the database. We always need to
perform a secondary storage update in order to fire a Postgres rule. This can be too expensive in
many cases when a little fact stored in main memory can perform the same task. Moreover, the
rule system in Postgres does not implement all the facilities of a specia purpose rule-based
language such CLIPS.

On the other side CLIPS does not provide any access to an external database. This can cause
serious limitations in designing expert systems reasoning on large amounts of data stored on a
database.

CURRENT SYSTEMS

Latest developments in databases are oriented to enrich traditional systems with some sort of
rule-based mechanism. Novel additional features are so added to traditional DBM S by means of
rules. New classes of systems have appeared on the market, they are: Active [6, 7, 14] and
Deductive [8, 10, 11] databases. The following sections give some details about these new
systems. The suitability of those as expert system shell is also investigated. Advantages and
drawbacks for each system are drawn. Also, the limitations of current rule-based languages as
developing shell for expert system oriented to reason on large amounts of data are discussed.

Active Database

More and more active database systems are everyday appearing on the market. The transition of
such system from research stages to the market was fast. They materialized in systems like
Sybase [7], Postgres [13], Starburst [6], and more. However, the active feature of databases is
still under investigation. Additional research still needs to be done.

The active feature extends the traditional systems with a rule-based mechanism oriented to allow
implementation of demons. The purpose of these demons is basically to overview operations on
the database and, when certain conditions are satisfied, invoke a corrective action over the
database. The system can so be extended with sort of animated entities; data integrity can be
enforced by means of activerules.

Typically an active rule has the following format:

on <event>
if <condition>
t hen <action>

Thisrule model is also referred as E-C-A (Event-Condition-Action) rule. Simpler rule model can
utilize an E-A pattern. event is one of the possible operations oriented to tuple handling; typical
events are: insert, delete, update or, retrieve. The specified condition is a condition which
should hold on the data involved in the current event in order to fire the rule. action is the set of
actions that take place when the specified condition is satisfied.

In the following a Postgres rule is reported as example of active rule (copied from [12]):

define rule rl is
on replace to EMP. sal ary
where current.nane = ‘ Joe’
do replace EMP (sal ary = new. sal ary)
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where EMP. nane = ‘ Sami

Rule r1 will fire every time the salary of Joe is updated. For such update the salary of Sam will
be set to the same value of the new salary of Joe. In other words, Sam will aways get the same
salary of Joe. Note that the inverse is not true, the same rule will not take care to update Joe's
salary when Sam's salary is replaced by some new value.

Evaluation of database active feature is based upon (1) the domains of possible events which can
be monitored; (2) the formalism to specify the condition; (3) the language to execute actions.
Other features, like rule execution model, have also to be considered for a sound evaluation.
Postgres [13], is actually one of the most advanced active databases currently available.

Active database systems present some drawbacks as expert system shells. The most significant
ones are hereafter listed:

Firing only upon database events, no “Working memory” is available. All the data are
kept in the secondary memory storage. Main memory usage might, in severa cases, be
preferable to a secondary memory one.

The language to specify actions is usually restricted to the database domain. Typical
rule-based languages allow on the right-hand side complex operations (print, while loop,
user inputs, etc.) to be performed.

Not well defined rule execution model is available.

Other criticisms to these systems are about the rule redundancy required in some cases. A set of
sort of complementary rules might be defined in order to ensure some data integrity. For
instance, let us suppose we want to make sure that each employee works for one and only one
department. A set of rules needs to be defined in order to enforce this constraint: One will take
care when a new employee is hired, another when the employee is transferred, another when a
department is dropped, and so on. This is not realy the case of an equivalent rule-based
implementation where a single rule can handle all the cases. The different behavior between
active DBMS and RBL is actually based on different architectures. In an active database system
the rules are tied up to the database operations, so a trigger must be defined for each possible
operation on the interested data. In a rule-based system, rules are fired straight from the data in
the working memory. The operations which update the data are hidden to the triggered rules.
This model reduces the number of required rules. Moreover, the maintenance cost for a set of
rulesis of course higher than the one for asingle rule.

The previous considerations should convince the reader that implementing an expert system on
top of an active database is not a straightforward task; they lack the power for that purpose.

Deductive Databases

Another challenging and relatively new research direction in database area is about Deductive
databases. These systems are essentially based on a Prolog-like development language. Some of
these are LDL++ [10], NAIL! [9] and CORAL [11]. Here facts can be either stored on main
memory or secondary memory storage. However, in the author's opinion, deductive databases are
still not a a stable stage. Further investigation needs to be spent on those. This belief is aso
enforced from the lack of any commercia deductive database system on the market at the time of
thiswriting.
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Development of deductive databases raised several both theoretical and practical issues that are
still looking for answers. Research is still in progressin this direction.

Some of the most significant points of deductive systems are:
Prolog-like rule-based devel opment environment;
Recursive rule invocation allowed;

Easily definable virtual relations (views in database jargon);

Hybrid forward/backward chaining rule execution model. The method chosen depends
on the current task to be performed. It is chosen automatically by the system itself. The
user does not have any responsibility on that;

Restricted usage of negation. Only certain classes of negation (namely stratified) are
allowed. Basically, no negation on recursive calls can be used.

Ability of interfacing with already available DBMSs.

Deductive databases are definitively a proper environment for developing expert reasoning on
large amounts of knowledge. However, as already said, they still need some time before reaching
asteady stage.

Expert System Shells

Somewhat current expert systems shells present the opposite problem of the previously discussed
database systems. In this case al the facts are kept into the system working memory. No
connection with any external storage system is provided. This can be a constraint difficult to be
taken around when huge amount of knowledge is employed as basis for the reasoning. In this
case the main memory cannot be big enough to accommodate this large number of tuples. In
another possible scenario, reasoning has to be developed on data which are already stored on
some database systems. Perhaps these data are still evolving while the artificial reasoning is
performed. The only possible solution to this problem is represented by a periodic transfer of the
new updated data from the database to the expert system shell.

Current solutions to this problem are oriented to create an ad-hoc interface between an expert
system shell and a DBMS. Such solutions are often properly tailored for the application itself.
They do not provide a generic solution to the problem.

KNOWLEDGE INDUCTION ALGORITHM

The process of knowledge induction [2, 15] aims to build useful semantic data starting from the
available relations in a database. In this section, an overview of the knowledge induction
algorithm is given while keeping an eye open on our specific implementation.

Somehow the knowledge induction process aims to “capture” the semantics of the stored data
and model it by means of induced rules. Different forms of rule may exist, we are mainly
interested in rules which correlate two attributes between themselves. The correlation of interest
for us is the definition of a domain for the first attribute which identifies a unique value for the
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second attribute. We are interested to the range form which is: “if x; £ X £ X, then Y = y with
Probability P and Coverage C." The probability value expresses the certainty degree of the
given rule while the cover age refers to the number of tuples used to build such rule. Additional
details can be found in [15], [2] and [3]. Severa different forms and attributes can be combined
to express induced rules.

The set of induced rules represents part of the knowledge about the given databases. Storing
these rules most probably requires less space than the corresponding table format. Induced rules
have to change dynamically reflecting the database updates. Every update operation on the
database has to affect the set of induced rules accordingly.

In the proposed system induced rules are stored as CLIPS facts whose formis:
(i k <argl> <l ower Bound> <upper Bound> <ar g2> <val ue> <prob> <cover >)

The first atom is to classify the set of facts describing the induced knowledge. The remaining
atoms are the information about the specific induced rule. The set of al these facts forms the
induced knowledge. Semantics of most of the arguments is straightforward. prob is the
probability factor and cover is the number of tuples covered by the rule (look at [1] for a
complete description of these parameters.) For instance, the rule “if 62000 £ SALARY £ 85000
then TYPE = ‘“MANAGER' with Probability=0.6, Coverage=3" is stored in the following CLIPS
fact:

(i k SALARY 62000 85000 TYPE MANAGER 0.6 3)

As an example, let us suppose to have the following table, namely emp, in our Postgres database:

NAME TYPE SALARY
John STAFF 30000
Mary MANAGER 62000

Eva STAFF 32500
Bob MANAGER 85000

Mark MANAGER 76000
Judy MANAGER 83000

Kia STAFF 56000

Tom MANAGER 50000

Phil STAFF 54000
Tablel. EMP

By applying the induction algorithm on these tuples the set of CLIPS facts will be:

(i k enp. SALARY 62000 85000 enp. TYPE MANAGER 0.8 4)
(i k enp. SALARY 50000 50000 enp. TYPE MANAGER 0.2 1)
(i k enp. SALARY 30000 32500 enp. TYPE STAFF 0.5 2)
(i k enp. SALARY 54000 56000 enp. TYPE STAFF 0.5 2)

The induced rule schemais only afirst attempt which is used more as framework for this paper.
A real design should take into more consideration other parametersto be included in the schema.

The induced rules need to be dynamically updated reflecting operations performed over the
database. For instance, let us suppose the following new tupleisinserted into the system:
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Betty MANAGER 60000
The knowledge base has to be updated to the following set of facts:

(i k enp. SALARY 60000 85000 enp. TYPE MANAGER 0. 83 5)
(i k enp. SALARY 50000 50000 enp. TYPE MANAGER 0. 16 1)
(i k enp. SALARY 30000 32500 enp. TYPE STAFF 0.5 2)
(i k enp. SALARY 54000 56000 enp. TYPE STAFF 0.5 2)

The new tuple affected the values in the first fact, the lower bound, probability and coverage
values changed accordingly. Similar changes will take place in case of deletion or updating.

PROPOSED SYSTEM OVERVIEW

In the proposed system architecture, Postgres and CLIPS are being integrated. The interface
between them represents the key point for the design. An expert system can be developed on top
of CLIPS. This latter is extended with features to make available summarized data stored in
Postgres. From an expert system shell's point of view the new system can be seen as in the
following figure:

CLI PS (extended)
Post gres User

Postgres presence is actually hidden to the end-user. The application built on top of CLIPS takes
advantage of the meta-knowledge induced from the stored database. The expert system being
developed on CLIPS hasto be aware of the following:

Database schema;

Database statistics. number of tuples, number of induced rules, rule coverage, popularity,
probability, etc.

CLIPS has to be extended with dedicated constructs to inquire for such information. Depending
on both the database information and the application being implemented, the meta-knowledge
extraction process is properly tailored and executed. From CLIPS several actions can be taken in
order to model the induction agorithm to best fit the current application.

The knowledge induction process executes in a dynamic fashion, that is, once the rule schema
has been defined, any update on the monitored Postgres relations will be reflected on the induced
rules. The rule induction manager then propagates these induced rules to the CLIPS working
memory in the fact form previously discussed. Eventually, these facts trigger some CLIPS rules.

The interface between CLIPS and Postgres then can be defined by the following set of functions
available on the CLIPS side:

Inquire for the database schema;

Inquire for database statistics,
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New rule induction schema definition: R.X ® R,.Y, where R; and R, are relations
while X and Y are attributes;

Modify rule induction parameters (cut-off factor, etc.);
Retrieve current rule induction schema;

Remove induced rule;
The system extends the set of built-in CLIPS functions to include these new services.
DESIGN

The system will be presented to the expert system developer as a more featured shell which
includes ability to access summarized data. The key points of all design are essentially the
following:

Interface between CLIPS and Postgres,

Induced knowledge management.

The system architecture is the following:

| nduction

Manager
DBMS Post gres CLI PS ES
User User

WM

The Induction Manager is responsible for the communication between CLIPS and Postgres.
CLIPS utilizes services offered by this module to tailor the induction algorithm to its needs.
Responses from Postgres to CLIPS are also passed through the induction manager. The link
between Postgres and WM (the CLIPS working memory) stands for a straight access from
Postgres to CLI1PS working memory. That is, once the rule schema has been defined, updates on
Postgres will result in updates on the induced rules. These rules are then written straight to
CLIPS working memory without requiring the intervention of the induction manager. In other
words, the induction manager can be seen as a set of function to be invoked from CLIPS, while
the link from Postgres to WM represents an asynchronous flow of data toward CLIPS. Once the
rule induction schema has been defined, this flow of datawill be dynamically maintained, that is,
any update to any monitored Postgres relation can cause some rule induction instances updates,
these will be promptly propagated to CLIPS through this link. As better explained in the
following, actually the induction manager is scattered between Postgres and CLIPS. Some
Postgres triggers and CLIPS rules (together with some external Postgres procedures) form the
complete block.

The entire system works in a dynamic fashion. That is, at the same time the CLIPS application is

running people can keep on working on Postgres. Postgres updates affect the set of induced rules
on the CLIPS side. Such updates can trigger some CLIPS rules to execution. Under this light the
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entire system can be seen as an extension of the rule-based mechanism of Postgres. Some
Postgres rule activations eventually trigger some CLIPS rules.

CONCLUSIONS

This paper discussed the design of a system where expert shell techniques are combined together
with knowledge discovering techniques. Two public domain systems, namely CLIPS and
Postgres, have been combined into a unique one. Purpose of this design is to provide an expert
system shell with ability to reason over alarge amount of data. Current expert system shells lack
the ability of accessing data stored on external devices. On the other side database technology is
not yet well refined to provide a featuring shell to develop expert systems. Proper combinations
of these techniques may lead to interesting results.

The possible applications for such a system are those where reasoning on large volume of data
are required. For instance, think about the complexity of reasoning on the millions of customers
of a phone company or a frequent flyer program, in this case the complexity is due to the
enormous amount of data to reason on.
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ABSTRACT

Automating “paper” workflow processes with electronic forms and email can dramatically
improve the efficiency of those processes. However, applications that involve complex forms
that are used for a variety of purposes or that require numerous and varied approvals often
require additional software tools to ensure that 1) the electronic form is correctly and completely
filled out, and 2) the form is routed to the proper individuals and organizations for approval. The
Prototype Electronic Purchase Request (PEPR) system, which has been in pilot use at NASA
Ames Research Center since December 1993, seamlessly links a commercial electronic forms
package and a CL1PS-based knowledge system that first ensures that electronic forms are correct
and complete, and then generates an “electronic routing dlip” that is used to route the form to the
people who must sign it. The PEPR validation module is context-sensitive, and can apply
different validation rules at each step in the approva process. The PEPR system is form-
independent, and has been applied to several different types of forms. The system employs a
version of CLIPS that has been extended to support AppleScript, a recently-released scripting
language for the Macintosh. This “scriptability” provides both a transparent, flexible interface
between the two programs and a means by which a single copy of the knowledge base can be
utilized by numerous remote users.

INTRODUCTION

The Procurement Division a8 NASA Ames Research Center processes up to twenty thousand
purchase requests (PRs) every year. These PRs, which al use a common form, are used to
procure virtually anything used at the Center: computers, hazardous chemicals, office equipment,
scientific instruments, airplane parts, and even funding for external research projects. PRs can be
submitted by any civil servant employee at the Center, and must be approved by anywhere from
three to twenty different individuals and offices. The average time required to submit a PR and
obtain the necessary approvers signatures is eighteen business days. Worse yet, approximately
half of the PRs that are submitted are either incorrectly filled out, lack some required additional
paperwork, or are routed to the wrong group for approval and must be returned to the originator.
This not only delays procurement of the requested items but also burdens the system with a
significant amount of paper flowing in the “wrong direction”. In addition, the paper system lacks
any mechanism for tracking a submitted PR, so people who originate these purchase requests
often try to track them manually by picking up the telephone and calling around until they find
where the PR is in the approval process. This, along with the numerous “walk-though” PRs,
contribute significantly to the delays involved in processing the requests.
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In 1991, the Al Research Branch at NASA Ames undertook a “weekends and evenings’ effort to
see whether a knowledge-based system, in conjunction with other advanced computing tools,
could help expedite the process by which purchase requests are submitted, routed, and approved.
The resulting system, called the Prototype Electronic Purchase Request system (PEPR),
combines a commercia electronic forms package with a knowledge-based system that both
ensures that the submitted forms are correct and complete, and generates an electronic “routing
dip”, based on the content of various fields on the form, that reflects the approvals that particular
PR requires. The PEPR system currently operates in a Macintosh environment and takes
advantage of several new collaborative features of the latest release of the Macintosh OS,
including digital signatures and “OS-level” electronic mail.

The system is now being used by several different groups at Ames to process a particular class of
PR, namely those that apply to the funding of external research at colleges and universities.
Initial results indicate that the system can dramatically reduce the time required to originate and
process PRs and their supporting paperwork by ensuring that PRs entering the system are error-
free and automatically routing them to the proper individuals. The system aso provides a
tracking capability by which the originator of a PR can query the system about the status of a
particular PR and find out exactly whereit isin the approval process.
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Figure 1. An Example Purchase Request

Figure 1 shows an example PR. Because of its size and complexity, we have focused on the
Ames Purchase Request form for the development of the PEPR system. However, our
implementation is largely form-independent, and can be applied to other forms that require
“complex routing”. We have also applied the PEPR system to approximately six other types of

forms and are actively pursuing other potential applications of the system both inside and outside
of NASA Ames.
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WHY AI?

The knowledge-based component of the PEPR system utilizes a fairly straightforward rule- and
object-based mechanism to provide its validation and routing capabilities (although we are
investigating machine learning techniques to ease the knowledge-acquisition problem -- see the
section entitled Future Plans, below). There are two main reasons that a knowledge-based
approach is appropriate to the problem of validation and routing of electronic forms.

First, the knowledge required to ensure the PR’s correctness and completeness is quite diverse
and very widely distributed among the various groups at Ames. Different validation “rules’ come
into play depending on what items or services are being ordered and what offices are required to
approve a particular purchase. Early on in the project it became clear that these validation rules
would have to be acquired and revised incrementally. In addition, the fact that different
validation rules come into play at different stages of the approval cycle meant that the validation
mechanism had to be both “item-sensitive” and “context-sensitive”. By adopting a rule-based
approach, we were able to design and implement a general mechanism for applying validation
rules of varying complexity and then add and/or refine form-specific validation rules as they
were discovered.

Second, the knowledge that we required to generate a correct “approval path” for a particular PR
was not well-defined and distributed among a wide variety of people. We also recognized that in
order to guarantee that the system would always generate a correct set of approvers, we would
need to be able to incrementally add routing knowledge as “holes’ in the existing routing
knowledge became apparent. The inherent separation of “inference engine” and “knowledge
base” in rule-based systems offered a clear advantage over a conventional procedural approach.

WHY CLIPS?

We decided to use the CLIPS shell to implement the knowledge-based portion of the PEPR
system for a variety of reasons. First, the data-driven nature of forms processing seemed to
suggest that a forward-chaining inference engine would be appropriate. Second, CLIPS runsin a
Macintosh environment, which is the platform of choice among our targeted pilot users. Third,
the availability of CLIPS source code meant that we could tailor it to our specific needs (see [2]
for a more detailed description of the modifications we made to CLIPS). Several other projects
within our branch had successfully applied CLIPS to a variety of problems, so there was a fair
amount of local expertisein its use. Also, the fact that it is available to government projects at no
cost made it particularly appealing.

KEY DESIGN REQUIREMENTS

To evaluate the suitability of a knowledge-based system in an automated workflow environment,
it was of course necessary to provide other components of the workflow system. As a result,
certain design issues and requirements were identified early in the project. The following
represent key assumptions and design desiderata that probably apply to any automated workflow
system:

* Familiar user interface: The electronic version of the form had to look very much like
the paper form with which the users were already familiar. Also, the electronic form
needed to perform the rudimentary operations that users have come to expect from any
automated application (printing support, automatic calculation of numeric fields, etc.)

* Reliable data transport mechanism: In order to get the forms from user to user, the
system had to utilize an easy-to-use and reliable electronic mail system.
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» User authentication: Once users are expected to receive and process sensitive data
electronically, they must be assured that the people who sent the data are who they claim
to be. Therefore, our system needed to ensure authentication of its users.

» Data integrity assurance: Likewise, the users needed to be sure that the data they
received had not been altered, either accidentally or intentionally, while in transit.

* Seamless integration: We wanted the operation of the knowledge-based component of
the system to be completely invisible from the user and have its output appear as data on
the form.

* Tracking capability: Enabling a user to determine where in the process a particular
form is at any particular moment, without having to bother other users, is very important
to the acceptance of an automated workflow system. We wanted our users to be able to
determine the status of their submitted forms automatically.

Of course, we did not want to have to develop all of the mechanisms required to meet these key
needs. Thankfully, most of the requirements described above had been provided by recently-
released commercia products. Therefore, our goa in the development of the PEPR system was
to make use of commercialy-available technology to fulfill these requirements whenever
possible, and to integrate the various software components as cleanly as possible. While this
approach required us to make use of pre-release versions of some software components of the
system (with many of the frustrations inherent in “beta testing”), it enabled us to focus on the
development and integration of the knowledge-based component and also led to mutually
beneficial relationships with the vendors whose products we utilized.

SYSTEM COMPONENTS

Because of the workflow-enabling capabilities of the latest release of the operating system, the
availability of workflow-related products, and the relative popularity of the platform at Ames, we
chose to implement the first version of the PEPR system on the Apple Macintosh. The PEPR
system is comprised of several commercia software tools:

* Expert System Shell: Asdescribed above, we selected CLI1PS with which to implement
the knowledge-based portion of the PEPR system.

» Electronic Forms Package: The Informed™ package from Shana Corporation is used
to produce high-fidelity electronic forms. This package is comprised of the Informed
Designer™ program, which permits a forms designer to define the layout and
functionality of the form, and the Informed Manager™ program which permits filling
out the form by end-users.

e Scripting Language: The various software modules that comprise the PEPR system
share data by means of AppleScript™, a scripting language for the Macintosh that
allows the programs to interact with each other and share data, even across an AppleTak
network.

e DBMS: The PEPR system currently utilizes 4th Dimension™, a “scriptable” data base
management system from ACIUS, to hold data associated with the routing and tracking
of forms as they are sent from user to user.

These applications all operate together under version 7.1.1 of the Macintosh operating system
(also known as “System 7 Pro”) which provides system-level capability for electronic mail,
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digital signatures (for user authentication and data integrity assurance) as components of Apple's
PowerTalk™ software product. The PowerShare™ system, which provides the store-and-
forward mail service and user catalog support, operates on a centrally-located server system and
supports al client users.

Each user of the system is required only to be running System 7 Pro and the Informed Manager
application. CLIPS and 4th Dimension reside on a central “server” and can be accessed remotely
by all users.

KNOWLEDGE BASE STRUCTURE

The PEPR knowledge base is comprised of four main modules; the Validator, the Classifier, the
Approval-path Generator, and the Organization “ data base”. In addition, each form that the PEPR
system supports has its own set of form-specific validation rules that are loaded dynamically as
the form is processed.

e Validator: The PEPR validator is responsible for ensuring that the various fields on the
form are correct and complete. The validation rules are represented as CLIPS classes,
and are organized hierarchically with their own “apply” methods. Actual form-specific
validation rules are represented as instances of these classes and are loaded dynamically
from disk files when a particular form type is to be validated. If a validation rule is
violated, the validator creates an instance of an error object with a suitable error message
that eventually gets returned to a field on the form.

» Classifier: If the validator finds no errors on the form, the Classifier is invoked. The
Classifier uses the contents of specific fields on the form to construct hypotheses about
potential categories to which the specific form might belong. The Classifier loads a
group of form-specific “clues’ that are comprised of a text string, a field name, a
classification category, and a certainty factor. These clues are evaluated in turn; if the
clue's text string is found within the associated field, then membership in the given
category is established with the given certainty factor. These certainty factors can be
positive or negative, and are combined using the CF calculus defined by Shortliffe et al
for the MYCIN system. If the resulting certainty associated with a certain hypothesis
exceeds a threshold value, then the form is said to belong to that category.

* Approval-path Generator: Once all of the applicable categories for a given PR have
been determined, the approval-path generator looks at specific fields on the form and
determines the originating organization. It then loads the form-specific routing rules, and
determines both the “management” approvals that are required (which depend upon the
originating organization and, often, the total dollar amount associated with the PR) and
the “special” approvals that are required (which are dependent on the classification
categories to which the PR was assigned). These approvals are represented as the various
organizations that must approve the form. The approval-path generator then looks up the
“primary contact” for each of these organizations in the “organization data base” and
inserts that person’s name in the forms electronic “routing slip”. (Note that by updating
the “primary contact” for an organization periodically allows forms to be routed to
designated alternates should the real primary person be on vacation or otherwise
unavailable).

e Organization Data Base: This portion of the knowledge base contains CLIPS objects
that correspond to the various managerial groups and hierarchies at Ames, and is used to
help generate approval paths, as described above. (Of course, this module is currently a
very good candidate for re-implementation in some other format as an external data base,
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and the PEPR team is currently negotiating with other Ames groups who maintain
similar data bases for other purposes).

DEVELOPMENT HISTORY

The PEPR system has been under development on a part-time basis for the past three years.
Since then, the system has undergone various changes, both in its architecture and functionality.
In Early 1991, work began in investigating the problems associated with the procurement process
and the potential applicability of software tools to help address those problems. The team
identified a useful sub-class of purchase requests on which to begin work, namely those PRs
associated with the funding of research at external universities (this sub-class had the advantages
of being reasonably straightforward with respect to the routing required and of providing an
immediate near-term benefit -- the Al Research Branch submits a substantial number of these
PRs and would therefore be in a good position to evaluate the utility of such a system). In June of
1991, the forms required to support university grants were distributed to a small number of users.
These forms included only the evaluation forms (not the PR), and did not utilize the knowledge-
based component. Early in 1992, the electronic forms were re-implemented in Informed, which
proved to be a superior forms package to the that which had been used previously. These forms
(except the PR) were given to numerous users around the Center, and were well-received. The
knowledge-based validator, although working, was not deployed to end-users because we lacked
amechanism to efficiently share data between the form and the knowledge system. By the fall of
1992, we had initial versions of both the validator and the approval-path generator working, but
they were only usable as a demonstration because they were not well-enough integrated with the
forms system to be given to end-users. This “integration” was by means of a popular keyboard-
macro package that allowed the two applications to clumsily share datavia a disk file. However,
this approach had two serious drawbacks. First, the keyboard macro package merely simulated
the manipulation of the user interface, and so the user would have been subjected to a very
distracting flurry of dialog boxes and simulated mouse-clicks. Second (and more importantly),
that integration required that both the forms package and the knowledge base be running on the
user’s machine. That was an unacceptable limitation and would have undoubtedly “turned off”
more users that it would have helped. We were, however, able to give the end-users electronic
versions of the grant evaluation forms, which were somewhat helpful to the more experienced
users even without the knowledge-based components. In early 1993, the team signed on as pre-
release users of AppleScript, and modified the CLIPS shell to be “scriptable’. This not only
enabled a more “seamless’ and less distracting integration between the forms package and the
knowledge base, but more importantly it enabled us to set up a single copy of the knowledge
system on a central server and permit users to access it over the network. By the summer of
1993, we became pre-release users of the new operating system software (part of the Apple Open
Collaboration Environment) that provided support for digital signatures, system-level electronic
mail, and other workflow-facilitating features. With these new features came the ability not only
to give real users access to the knowledge base validation and routing capability, but also the
data integrity assurance that would be required to support electronic submission of the sensitive
data contained on financial instruments such as a purchase request form.

In December 1993, the PEPR system “went live”, and is now in daily use within the Aerospace
Systems Directorate at Ames for the electronic submission, approval, and routing of purchase
requests and university grant evaluation forms. The system is even being used to electronically
send grant award forms to selected universities, something that had previously been done
manually by the University Affairs Office at Ames.
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FUTURE PLANS

The PEPR team is currently supporting the University Grant pilot testers, and is in the process of
making small refinements to the system as the users report problems and suggest improvements.
In the coming months, we expect to be able to expand both the user base of the system and the
scope of the purchase requests to which it is applied. We are also investigating other related
workflow applications, both within Ames and at other government laboratories and within
industry.

The PEPR team is also working very closely with researchers at Washington State University
who are applying machine learning techniques to electronic forms. Our hope is that as our data
base of “correct and complete” forms grows, we will be able to utilize these techniques to
automatically generate new validation and routing rules.
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ABSTRACT

Transportation network capacity variations arising from accidents, roadway maintenance
activity, and specia events, as well as fluctuations in commuters travel demands complicate
traffic management. Artificial intelligence concepts and expert systems can be useful in framing
policies for incident detection, congestion anticipation, and optimal traffic management. This
paper examines the applicability of intelligent route guidance and control as decision aids for
traffic management. Basic requirements for managing traffic are reviewed, concepts for studying
traffic flow are introduced, and mathematical models for modeling traffic flow are examined.
Measures for quantifying transportation network performance levels are chosen, and surveillance
and control strategies are evaluated. It can be concluded that automated decision support holds
great promise for aiding the efficient flow of automobile traffic over limited-access roadways,
bridges, and tunnels.

INTRODUCTION

U.S. automobile traffic has been growing by 4 percent a year to its current level of 2 trillion
vehicle-miles, and it is expected to double to 4 trillion vehicle-miles by 2020. According to
Federal Highway Administration, if no significant improvements are made in the highway
system, congestion delays will increase by as much as 400 percent [1]. According to IVHS
America, the annual cost of congestion to the U.S. in lost productivity is estimated at over $100
billion [2]. In many areas there is very little that can be done to increase road capacity. Thereis
not adequate right-of-way next to existing roads, and in many cases the cost of a new highway is
prohibitively expensive. It is therefore imperative that new ways be sought to make better use of
existing infrastructure.

In 1987 the Federal Highway Administration formed Mobility 2000, a joint effort between the
government, industry and academia. This led to the formation of an organization called the
Intelligent Vehicle Highway Society of America, or IVHS America [1]. IVHS America aims at
improving the level of transportation services that are currently available to the public by
integrated systems of surveillance, communications, computer and control process technologies

[4].

IVHS technologies have been grouped into four generic elements. Advanced Transportation
Management Systems (ATMS), Advanced Driver Information Systems (ADIS), Automated
Vehicle Control (AVC), and Commercial Operations [3]. This paper concentrates on ATMS,
which involves the management of a transportation network. Implementation of such systems
requires development of real-time traffic monitoring and data collection techniques. More
precisely, an Advanced Traffic Management System should have the following characteristics, as
specified by the proceedings of the Maobility 2000 conference [3,4]:

» real time operation

* Student
** Professor
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responsiveness to changesin traffic flow
surveillance and detection

integrated systems

collaboration of jurisdictions involved
effective incident control strategies

Effective incident control strategies will be a crucial part of this project. Contrary to widespread
belief, not all congestion is due to rush hour traffic; 56% of costs incurred by congestion are due
to non-recurrent events or incidents. Incidents include vehicle accidents, unfavorable weather
conditions, highway maintenance, and road reconstruction [3]. It is essential to determine the
nature and scope of an incident as quickly as possible. The control center should be informed
about the incident either through the police or other jurisdictional agencies. A more advanced
approach would be visua validation of incidents with the use of camera surveillance systems.
Effective detection and verification of incidents will lead to lower disruption of traffic flow [3].
Drivers could be routed to alternate paths to avoid unnecessary tie-ups and frustration due to long
delays|[3].

Traffic control centers would need real-time information about the network condition. An
intelligent vehicle/lhighway system would have to monitor traffic throughout the day. For the
near future, sensors will include inductive loops buried just below the surface and ultrasonic
sensors mounted overhead. These devices will be able to count the number of vehicles passing a
certain point and will gauge their speed. Another aternative would be for image-processing
computers to extract traffic data from television pictures from cameras on the arterial network.
Recent tests have provided very promising results about the accuracy of inductive loop detectors
[1]. Ultimately, improvement of network surveillance technologies and link-time estimation
techniques will be crucial in the implementation of an intelligent vehicle/highway system [5]. In
the future, vehicles equipped with navigational systems could communicate directly with the
control center, giving information about the drivers' locations, speeds, and destinations.

Advanced Traffic Management Systems will have to be integrated with Advanced Traveler
Information Systems (ATIS) to ensure higher efficiency of the control system. Drivers will be
informed about congestion, roadway conditions, and alternate routes through audio-visual means
in the vehicle and through variable message signs at strategic points of the network. Information
provided might include incident locations, fog or snow on the road, restrictive speeds, and lane
conditions. Two-way real-time communication between vehicles and the control center could be
facilitated by radio communications, cellular systems, and satellite communications [4].

Among the benefits of IVHS will be reduction in traffic congestion, reduction in the number of
accidents , improved transit service, less fuel wasted, and fewer emissions from idling engines
[4]. Fully integrated ATMS/ATIS combinations could reduce congestion in urban areas from 25
to 40%. Unchecked traffic congestion is the largest contributor to poor air quality and wasted
fuel consumption. IVHS will not solve all problems in transportation, but it will increase the
level of services rendered.

FUNDAMENTALS OF TRAFFIC FLOW MODELING

Evaluating traffic performance requires a thorough understanding of traffic flow characteristics
and analytical techniques. The most important macroscopic flow characteristics are flow rate,
density, and speed [7]. The flow rate g past a point is expressed as[8]:

q= D)

N
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where
g: flow rate past a point
n: number of vehicles passing point in timeinterval T
T: timeinterval of observation

It is important to recognize that q is sensitive to the selected time interval T during which the
measurement began and ended. Whatever the value of T, the most common units for q are
vehicleg/hr.

Density (or concentration) can be expressed as [7,8]:

n

k= 2
- @
where
k: density

n : number of vehicles on road
L : length of road

Density is an instantaneous traffic measurement, and its units are usually vehicles/lane-mile. In
most cases, one mile and a single line of vehicles are considered. Traffic densities vary from zero
to values that represent vehicles that are completely stopped. The upper limit of k is called the
jam density and is on the order of 185 to 250 vehicles per lane-mile, depending on the length of
the vehicles and the average distance between vehicles.

Speed is another primary flow variable. Space-mean speed is the average speed of the vehicles
obtained by dividing the total distance traveled by total time required, and it is expressed as[8]:

u=(&s)/(&m) ©
where

u: space-mean speed
s: distancetraveled by vehiclei on roadway
mi : time spent by vehiclei on roadway

A very important relationship exists between the three fundamental stream flow variables that
have been defined above. Thisflow relationshipis[7]:

g= ku (4)

A linear speed-density relation has been assumed to simplify the presentation. The relation can
be expressed as[7]:
u=ur - 2O 5)
ek o
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This relationship indicates that as speed approaches free flow, speed density and flow approach
zero. An increase in density causes a decrease in speed until flow is maximized at gm and speed
and density reach their optimum values (Uo,ko). Further increases in density cause density to
reach its maximum value (k;) and speed and flow to approach zero [7]. A relationship between
flow and density can be obtained by substituting equation (5) into (4). Thisyields[7]:

— . RO 2
g=uk élqﬂk (6)

Under low-density conditions, flow approaches zero and speed approaches free-flow speed (ur ).
At optimum density, flow is maximized, and speed attains an optimum value. Maximizing the
objective function (6) by setting its derivative equal to zero (dq/ dk =0), we find that optimum
density occurs at half the jam density (ko= ki / 2). This is true only for a linear speed density
relationship, but the same reasoning can be applied to other non-linear relationships[7].

The optimum speed is half the free flow speed (U =ur / 2). Because gm =Kdlo, it is evident that
gm = uik / 4. Once again, it is important to remember that these values are only true for a linear
speed-density relation [7]. The flow-density relationship often serves as a basis for highway
control. Density is used as the control parameter, and flow is the objective function. At low
densities, demand is being satisfied and level of service is satisfactory, but as density increases
control is needed to keep densities below or near the optimum density value [7]. Other models
have been proposed by transportation planners. This is an optimization problem with traffic flow
as the objective function and traffic density as the control parameter. The technology to measure
traffic density exists, and its knowledge can help us estimate traffic flow, average speed, travel
time, and level of service.

ASSUMPTIONS OF SURVEILLANCE AND CONTROL PROCEDURES

Every morning there is a large pool of people west of the Hudson river who want to cross it.
Every member of this group of "intelligent agents' is part of a continuously changing
environment, holding an individual behavioral response to the evolution of the dynamic system.

It has been observed that commuters usualy choose the route with the shortest travel time.
Consequently, drivers tend to divide themselves between two routes in such away that the travel
times between them are identical. Finally, an equilibrium point is reached in which commuters
do not have much choice between two routes since the user cost (travel time) of traversing the
two links has stabilized [8].

In many cases, an incident can disturb the user equilibrium. In such instances transportation
planners can help establish a new equilibrium where no route is underutilized. By dispensing
traffic advisories to the right people, one can be assured that misallocation of transportation
resources can be avoided. Computer simulations have proven that the use of route guidance
systems can reduce travel time to al drivers by up to 20% [9]. Route guidance was found to be
more helpful as the duration of incidents increased, in which cases more drivers had to be routed
to achieve an optimal traffic assignment [9]. A corresponding surveillance procedure is
illustrated in Figure 1.

In selecting between alternate routes, a user-optimal system chooses a route that minimizes the
travel time of the individual driver. However, a system-optimal system selects a set of routes that
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minimizes the overal travel time of al drivers [11]. Routing decisions should not be made
independently because every decision effects the whole network: if many drivers choose a
certain route at the same time, that route may become congested and non-optimal [10].

Measure
= TrafficDensity

v

Calculate

= Traffic Flow

= Average Speed
« Travel Time

= Level of Service

Figure 1. Proposed Surveillance Procedure.
A DECLARATIVE FRAMEWORK FOR TRAFFIC CONTROL

Traffic control can be partitioned into reflexive, procedural, and declarative functions. Reflexive
functions operate at the subconscious level of human thought; they are instantaneous reactions to
external stimuli. Procedural actions also operate on a subconscious level, but they are more
complex than reflexive functions, following a set of basic rules and actions that represent skilled
behavior. Declarative functions operate at the conscious or preconscious level of thought. On the
conscious level they require attention; on the preconscious level they require intuition and
conceptual formulations. They involve decison making and provide models for system
monitoring, goal planning and system/scenario identification [12,13].

A traffic management system requires goal planning and system monitoring. At every instant, all
alternatives must be considered and decisions must be made through a deductive process [13]. A
declarative model makes such decisions in a process that is ssmilar to human reasoning [6]. All
our knowledge, beliefs, and experience of traffic modeling are placed in a declarative framework
to provide a system that reasonsin an intelligent manner.

This paper focuses on declarative traffic controls. Rules that reflect the controllers knowledge of
the response of the control system are established. Programming is implemented as a CLIPS
expert system that supports various programming paradigms. CLIPS was chosen because it can
be easily integrated with C programs. The rule-based programming paradigm is useful in
modeling traffic incidents. In procedural programming, the order in which al the commands are
executed is pre-specified. In reality, traffic incidents are often unpredictable. By establishing the
appropriate heuristics and rules, the system becomes "intelligent.” When it is faced with a certain
problem, it uses pattern matching that is appropriate to the existing facts.

Computer systems often are organized in a modular structure to increase computational
efficiency. Time can be saved by looking at rules and facts that are relevant at that instant.
Modular representation allows partitioning of the knowledge base into easily manageable
segments, thus making the system easily expandable. CLIPS incorporation of modulesis similar
to the blackboard architecture of other systems. Knowledge sources are kept separate and
independent, and different knowledge representation techniques can be used. Communication of
all sources takes place through the blackboard [15].
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Task definition is an important factor in the development and design of such rule-based systems.
The ultimate goal is to develop an expert system of expert systems, which is a hierarchical
structure that reasons and communicates like ateam of cooperating people might [13].

A knowledge-based system called the Traffic Information Collator (TIC) has been developed at
the University of Sussex. The TIC receives police reports on traffic incidents and automatically
generates appropriate warning messages for motorists. The system operates in real-time and is
entirely automatic. The TIC is comprised of five processing modules each holding its own
knowledge base [16,17].

Research in air traffic control has been conducted in a similar manner. Cengeloglu integrated an
Air Traffic Control Simulator (written in C) with a traffic control decision framework
(implemented in CLIPS). The simulator creates a virtual reality of airspace and continuously
updates the information (knowledge base) of the decision framework. Several scenarios
containing unexpected conditions and events are created to test the prototype system under
hypothetical operating conditions[15].

A complete transportation model should consist of atraffic smulator and a traffic manager. This
paper focuses on the decision process of managing and controlling traffic.

Prediction algorithms could be employed to predict the evolution of traffic. This additional
knowledge could be used in the control process. Smulders created a model to study the use of
filtering on freeway traffic control [18]. Once the actual values of the density and mean speed in
all sections of the freeway are available, his model generates predictions for the evolution of
traffic over short time periods (e.g., 10 minutes). A state vector contains all the information about
the present state of the system. The estimation of a certain state from the measurement vector is
done through the use of a Kalman filter [18].

The real-time operation of knowledge-based systems in actual or simulated environments is
attained through the use of a cyclic goal-directed process search, with time-sliced procedure
steps. Prior to a search, the value of parametersis either known or unknown. After the search, the
status of parameter values may be changed. Repetitive knowledge-base initialization sets the
value of every parameter to its default value after each search cycle; all information that was
attained in the previous search is deleted. Thus the controller “forgets’ the information it
acquired in aformer search prior to solving a new problem.

The CLIPS knowledge base can be initialized by resetting the program. All the constructs remain
unchanged and do not have to be reloaded. This process allows the accommodation of time-
varying data in the system [14]. In this sense, rea-time application implies some paralel
execution features. Several domains of the research space must be searched concurrently [19]. It
is noteworthy that not all cyclic search processes of the system have to be synchronous.

USING A KNOWLEDGE-BASED SYSTEM FOR DECISION AIDING IN TRAFFIC CONTROL

The aim of this project is to design an expert system that evaluates traffic conditions and
dispenses travel advisories to commuters and traffic control centers. A decision-support system
has been written in the CLIPS programming environment to illustrate severa traffic control
procedures (Fig. 2). The program is geared toward illustrating a method of traffic control rather
than solving a particular problem. Some traffic parameters have been approximated and certain
simplifying assumptions have been made to avoid unnecessary computational complexity.

A small network was constructed for initia program development. The network consists of a
section of the New Jersey Turnpike and the routes connecting Exits 14, 16, and 18 to the Holland
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Tunnel, Lincoln Tunnel, and George Washington Bridge. Node and link data for al the roads in
New Jersey and New York has been accumulated by the Civil Engineering Department at
Princeton University. Future research could be geared toward applying the declarative control
procedures developed in this project to a network of alarger scale.

Actual implementation of this system is based on it receiving real-time information about traffic
conditions of a network using sensor measurements at different points on the network. The
current program uses scenario files, with hypothetical traffic densities from all roads in the
network. The program reads these values (as well as the pertinent time period of the day) and
creates the appropriate data constructs, which are asserted as facts. The system then matches
these facts based on pre-specified heuristics. Once it has concluded a declarative search, it gives
certain advisories and recommendations at the CLIPS command prompt. All advisories are made
with the idea that they would be broadcast on changeable signs at several roadway locations;
they could also be displayed at traffic management centers or on the displays of suitably
equipped vehicles. Alternative scenario files test the system under several hypothetical operating
conditions.

System Input Sensor Traffic
File 4— Density
Measurements

Knowledge Base

FACTS: Traffic densities, Link
Template slots.

RULES: Heuristics on dispensing
advisories.

Changeable Message Control Center
Signs Computers

Figure 2. Schematic Representation of System Architecture.

IMPLEMENTATION OF THE TRAFFIC MANAGEMENT SYSTEM

The decision-support system, programmed with CLIPS 6.01, supports several procedural
functions, that are necessary for the computation of relevant information. Once the density is
known, the average travel speed, flow rate, service rate, and level of service can be calculated
from the appropriate models and equations.

Historical data of expected traffic demand for the Hudson river crossings have been stored in a
function that returns the expected number of vehicles at a certain time period. The use of an
appropriate filter would make this function redundant. It provides information about the probable
evolution of traffic and is sufficient for the preliminary development of the system. It makes the
system "forward looking" and capable of predicting congestion buildup. Historical data could be
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stored as facts; however, this clogs up the facts list, and the system is forced to ook at irrelevant
facts.

After reading initial data from the scenario file, the roadway densities are asserted as facts, and
they are put onto the factslist. The initialization rules create the appropriate data constructs based
on these basic facts and the appropriate procedural functions. Most of the program's knowledge
is stored in templates, which are similar to structures in C. Thus every link of the network has it
own template, containing information such as speed, density, flow, operational lanes, service
rate, and accident-status. Templates are convenient for storing data and can be readily accessed
and modified by the user. After all the values of the dots of the templates have been calculated,
the templates are asserted as facts. Thereafter, decisions are made by pattern matching on the val-
ues of the templates slots. Data storage is compact so as not to overflow the CLIPS fact list.

The system is readily adjustable to lane closures due to maintenance. For instance, if one of the
lanes of the Lincoln Tunnel is closed due to maintenance, then when the knowledge base is
initialized, it takes this fact into account. In the case of bad weather, such as a snowstorm, the
values of the free-flow speed and the jam density should be reevaluated. Since these deviations
from normal operating conditions are incorporated into the system once it is initiaized, al
decisions made thereafter are adjusted accordingly. System initialization at every time increment
ensures that the link-node data is augmented to reflect current conditions. Thus the system is very
flexible and can include all foreseeable traffic situations.

Broadcasting travel advisories is a challenging part of the program. For instance, the fact that
there is an accident on the route from Exit 14 to the Holland Tunnel is useful for people
approaching that exit, but not for people traveling away from it. Thus the system is faced with
the decision of whether to make a broadcast and to whom it should be made. Due to the
geometry of the network, the broadcast heuristics are different for every decision node. Even in
such a small network, there are numerous broadcasting possibilities.

Automated communication between commuters and the control center can be achieved by the
appropriate use of advisory rules. The data templates also contain information such as the
presence and severity of accidents on the links of the network. Every link’s template has a slot
that is called "accident status,” which can be either TRUE or FALSE. The default value is
FALSE, but once an accident occurs it is switched to TRUE. Thereafter, the system ensures that
the appropriate people are informed of the incident. Templates also store the estimated time to
restore the link to normal operating conditions and the degree of lane blockage at the accident
site.

While radio advisories provide commuters with information about traffic delays and adverse
traffic conditions, it is doubtful that they give them all the information they need at the right
time. Since not al drivers are tuned to the same station and radio advisories may lack central
coordination, the result of broadcasting may not be system-optimal. Changeable message signs
ensure that the appropriate people get the right message at the right time. The system is more
helpful under such circumstances, since it can help bring the network back to user equilibrium by
ensuring that all links are properly utilized.

In genera the factors that should be considered in any routing decision are: a) traffic density and
velocity profile of main and alternate route, b) length of main and alternate route, ¢) percentage
of divertible traffic volume, and d) demands at on-ramps on both routes [20]. Once the density of
the link is known, an average speed can be computed using one of the traffic models described
earlier in this paper. Dividing the length of the link by the average speed yields the current
(experienced) travel time.
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Routing between two aternate routes can be achieved by the use of a tolerance-level
measurement. The difference between experienced travel times (or flow) between two routes can
be calculated. If it is higher than some pre-specified level, then commuters should be routed to
the underutilized roadway. The use of individual travel times is user-optimal, whereas the use of
traffic flow is system-optimal. Optimizing commuters travel time can probably be done better
with the use of shortest-path algorithms, whereas equilibrating flows can be incorporated in an
expert system.

Traffic flow is a measure of highway productivity. Ensuring maximum utilization is essentially
an optimization problem, with flow as the objective function and density acting as the control
parameter. The flow of alink is maximized at the optimal density (k,). For alinear model, the

optimal operating density is haf the jam density (k;). The system has the expertise and knowl-

edge to recognize how far the actual density measurements are from ideal conditions. If the
traffic density of a road is less than optimal, then the road is under-utilized. If the density is
higher then optimal, then it is over-utilized. An advanced intelligent highway system should be
able to monitor and compare traffic flow in both directions of alink to see if the decision for a
lane-direction change is warranted. The ultimate goal is to ensure that al routes are utilized
properly. This section of the system is subject to alot of development and improvement since the
domain knowledge is uncertain. Currently there is no clear way to route traffic optimally.

The system searches its historical datato see if traffic demand for alink is expected to rise or fall
in the next time period. If travel demand is expected to fall and the road is being underutilized,
the system suggests that more vehicles be routed to that link. Diversion of traffic flow is an
effective method of improving traffic performance and can be achieved by rerouting drivers with
specific direction and destinations [20]. Advisories on the New Jersey Turnpike are different for
people traveling North than for those traveling South.

The issue of how long a message should be broadcast is significant. Suppose that congestion can
be avoided if 30% of drivers respond to the diversion sign. If only 15% of the drivers follow the
diversion recommendation, congestion will not improve as expected. A feedback control system
could take this into account by deciding to broadcast the diversion message for a longer time
period until the desired utilization levels are reached. This approach compensates for all
uncertainties in the percentage of divertible traffic flow [20]. The critical design issue is assuring
that the system reaches stability quickly.

Knowledge base initialization at frequent time intervals, through the use of sensor measurements,
makes this method of broadcasting a closed-loop feedback control process. Since the real-time
implementation of this system would rely on cyclic search, a message would be sent every time
the system decides that traffic should be diverted. Currently the program does not have real time
measurements or simulated traffic demands, so it does not execute a cyclic search. It considers
24 one-hour periods over the span of a day. Rea time implementation would require that the
CLIPS knowledge be reinitialized at every time increment with the state measurements.

CONCLUSION

This project has made a step towards emulating an automated decision process for an Advanced
Transportation Management System. This non-conventional approach to transportation modeling
has examined the applicability of intelligent control techniques in management. Since a fully
operational Intelligent Vehicle Highway System will require full integration of symbolic and
numerical knowledge, declarative rules have been embedded with procedural code. A framework
for modeling traffic incidents has been provided. The link information of the system is
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augmented on a real-time basis, and advisories are issued based on the current state of the
system.

Operation of this system requires that the traffic control center has knowledge of the traffic
densities of all links in the transportation network. The technology for making such mea
surements exists and has been described earlier in this paper. Implementation of this system will
require research into how programming software will be integrated with all the system sensors.

Before fully implementing such a control process, it is necessary to choose what degree of
automation the system should have. The system should be alowed to run on its own, without
human intervention, only when all possible errors have been removed from it.

It is difficult to foresee all the incidents that could happen. Even for such a small network there
are many possibilities for issuing travel advisories. As the area that is monitored by sensors
becomes larger, it is evident that human operators cannot check everything that is going on.
However, the heuristic rules and frequent knowledge-base initialization make the system
adaptive to many situations. The size of the knowledge base and the number of advisories are
limited only by the available computer memory. Initially the system can be tested in asmall area.
Thereafter, additional rules for broadcasting to other locations can be added incrementally.
Additional details of this research can be found in Ref. 21.

FUTURE WORK

Future work can be geared towards expanding the knowledge base by using the object-oriented
programming paradigm offered by CLIPS. Node and link data of large networks could be stored
compactly in an object-oriented format. Different classes of roads could be defined (e.g. arterial,
expressway, intersection). Every link would then be an instance of these classes and it would
inherit some of its properties from them.

The cyclic search must be implemented with the use of actual or simulated data, requiring the
knowledge base to be reset (initialized) at frequent time intervals. It would be interesting to link
CLIPS with a traffic simulator written in C. The simulator could generate traffic demands, and
the CLIPS program could issue appropriate advisories.

This system knowledge base is subject to refinement. Additional rules must be added so the
system knows what to do in the absence of certain density measurements, which could arise from
malfunctioning sensors. Since not all transportation engineers use the same traffic models, it
would be desirable to allow the user to use different traffic models or to be able to create his own
model with an equation parser. The traffic routing technique and its relevant objective function
needs to be reevaluated. Backlogs due to ramp-metering also should be examined. The use of
estimators and prediction algorithms would enhance system performance significantly.

A learning control system would be able to learn from its daily experiences. Initialy, it could be
"trained" on a set of simulated data. Data archiving, on a daily basis, would increase the size of
the system’'s knowledge base. Thereafter, it could evaluate how well it handled a previous
accident. Hence, if it was in a similar situation it would use its acquired expertise to issue the
appropriate advisories. An intelligent system could detect traffic incidents from unusual sensor
readings. Eventually the system would be able to distinguish between weekday and weekend
traffic patterns. Considering the recent technological advances in intelligent control systems, the
eraof the fully automated highway might not be very far away.
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ABSTRACT

Proliferation of power electronic devices has brought in its wake both deterioration in and
demand for quality power supply from the utilities. The power quality problems become
apparent when the users equipment or systems maloperate or fail. Since power quality concerns
arise from awide variety of sources and the problem fixes are better achieved from the expertise
of field engineers, development of an expert system for power quality advisement seems to be a
very attractive and cost-effective solution for utility applications. An expert system thus
developed gives an understanding of the adverse effects of power quality related problems on the
system and could help in finding remedial solutions. The paper reports the design of a power
quality advisement expert system being developed using CLIPS 6.0. A brief outline of the power
quality concernsisfirst presented. A description of the knowledge base is next given and details
of actual implementation include screen outputs from the program.

INTRODUCTION

The introduction of nonlinear loads and their increasing usage, have led to a point where the
system voltage and current are no longer sinusoidal for safe operation of the equipment at both
industrial and customer levels. Before the advent of electronic and power electronic devices, the
current distortions were due to saturation of the magnetic cores in the transformers and motors,
arc furnaces and mercury arc rectifiers. Even though the overall effect on the system was there, it
had no serious effect on the performance of comparatively more rugged and insensitive
equipment. Today, sensitive electronic and microprocessor based equipment are commonly used
and they are susceptible to variations and distortions of the sinusoidal wave. Distorted sinusoidal
waveforms of voltage and current are produced due to the nonlinear characteristics of the
electronic components which are used in the manufacture of any electronic related equipment.
The power quality problems arising in the system basically are impulses, surges, sags, swells,
interruptions, harmonics, flicker etc. These power quality problems can be a potentia threat to
the satisfactory operation of the equipment. Thus there is a need to alleviate or eliminate the
effects of poor power quality. Engineers are applying their experience with the causes of power
quality impairment to recommend solutions to correct the problems.

Expert systems could be used for domain specific problems, such as power quality. The solutions
to power quality may be many and it may not be possible to come to a single conclusion. Expert
System approach can be useful to get a very successful approximate solution to problems which
do not have an algorithmic solution and to ill-structured problems where reasoning may offer a
better solution. The opinions of the experts may vary regarding a particular problem, but the
level of expertise combined from severa experts may exceed that of a single human expert, and
this can be made use in an Expert System. The solutions given by an expert system are unbiased
but the solutions from an expert may not always be the same. Databases can be accessed by
anexpert system and algorithmic conclusions can be obtained wherever possible.
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POWER QUALITY (PQ) IN POWER SYSTEMS

The impulses arising in the system are usually due to lightning and they cause insulator
flashover, transformer failures, arrestor failures and damage to other substation equipment.
Lightning strokes can pass through the transformer neutrals and cause damage to the customer
equipment also. This is especially when the lightning strikes close to the distribution
transformers. Oscillatory transients can be classified into three groups as low frequency, medium
frequency and high frequency transients. Their range is from below 5 kHz to above 500 kHz. The
main causes for these transients are capacitor switching, cable switching, back to back capacitor
energization, travelling waves from lightning impulses and circuit switching transients. The
impact of these transients are very high voltage levels on the secondary side of the transformers,
especially due to capacitive coupling between primary and secondary windings, for medium
frequency transients. Thus, these transients can also cause equipment failures and disruption of
sensitive electronic equipment.

Sags and Swells can be classified into three groups namely instantaneous, momentary and
temporary. They may last from 0.5 cycle to 1 minute. Sags may cause dropout of sensitive
electronic equipment, dropout of relays, overheating of motors etc. Swells are usually due to
single-line-to-ground faults occurring in the system. The extent of voltage rise varies with the
type of grounding scheme adopted. An increase in the voltage of 73.2% is for ungrounded
systems. The effect of swells could cause Metal Oxide Varistors to be forced into conduction.

Over-voltages and under-voltages last longer than 1 minute. They are caused by load switching,
capacitor switching or due to bad system voltage regulation. The impact of theseis dropout of
sensitive customer equipment which usually require constant voltage.

Harmonics are caused due to nonlinear characteristic of the loads of which converter circuits,
arcing devices etc are some examples. Harmonics are multiples of fundamental frequency and
are continuous in nature and distort the sinusoidal waveform. Interharmonics are caused by
cycloconvertors and arc furnaces. The impact of harmonics can cause overheating of
transformers and rotating machinery, maloperation of sensitive electronic equipment,
maloperation of frequency sensitive equipment, metering errors, presence of neutral to ground
voltage resulting in possible neutral overloading, capacitor failures or fuse blowing, telephone
interference,increased power 10sses, €etc.

Noise is caused by the range of components less than 200 kHz. Improper grounding and
operation of power electronic equipment are the main causes of noise production. The impact of
noise is on telephone interference. Notching is due to commutation in three phase inverters and
converters. The number of notches depend on the converter and invertor configuration. The
converters and invertor circuits can be operated in a six pulse, twelve pulse, eighteen pulse or
more configurations. Flicker is usually caused by presence of components less than 25 Hz. Arc
furnaces and intermittent loads like welding machines are some examples. These low frequency
components may cause problems with lighting.

The various disturbances leading to power quality deterioration can stem from a wide variety of
reasons that are often interdependant and quite complicated. A thorough analysis may be time
consuming and inefficient. The solutions also depend upon experience of the system.

EXPERT SYSTEM APPROACH TO PQ

Expert systems came into existence as an outcome of the need for better problem solving
methods where a closed form solution is unavailable. Since knowledge of power qualityproblems
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is obtained more through study and experience, development of an Expert System is a viable
approach.

An Expert system comprises of user interface, working memory, inference engine, agenda, and
knowledge acquisition facility. The user interface is a mechanism by which the user and the
expert system communicate. Working memory consists of a global database of facts used by the
rules. An agenda is a list of rules with priority created by the inference engine, whose patterns
are satisfied by facts or objects in the working memory. The knowledge acquisition facility is an
automatic way for the user to enter knowledge in the system rather than by having the knowledge
engineer explicitly code the knowledge.

Rule-based, object-oriented and procedural programming paradigms are supported by CLIPS 6.0.
The basic components of CLIPS 6.0 are facts list, knowledge base and inference engine. The fact
list contains the data on which inferences are derived, knowledge base contains all the rules and
the inference engine controls the overal execution. Thus the knowledge base contains the
knowledge and inference engine draws conclusions from the knowledge available. The user has
to supply the expert system with facts and the expert system responds to the users queries for
expertise.

Knowledge can be represented by rules, semantic networks,parse trees, object-attribute-value
triples, frames, logic etc. Each have their own limitation and a suitable field of usage [1]. Trees
and lattices are useful for classifying objects because of hierarchical nature.

Decision trees can be used effectively in the development of power quality expert system due to
hierarchical nature of power quality problems as usually one problem leads to several problems.
A decision structure is both a knowledge representation scheme and a method of reasoning about
it's knowledge. Larger sets of alternatives are examined first and then the decision process starts
narrowing till the best solution is obtained. The decision trees shouldprovide the solution to a
problem from a predetermined set of possible answers. The decision trees derive a solution by
reducing the set of possible outcomes and thus getting closer to the best possible answer. Since
the problems pertaining to power quality have different effects the solutions and remedial actions
may be approximated by successive pruning of the search space of the decision tree.

A decision tree is composed of nodes and branches. The node at the top of the tree is called root
node and there is no flow of information to the root node. The branches represent connection
between the nodes. The other nodes, apart from the root node, represent locations in the tree and
they can be answer nodes or decision nodes. An answer node may have flow of information to
and from the other nodes and are referred as child nodes. The decision node is referred as leaf
node and represents al possible solutions that can be derived from the tree. Thus the decision
node terminates the program with solutions.

Broadly classifying a system, the power quality problems are felt at the distribution system level
or a customer level. Thus this can be taken as the root node. At the distribution level the problem
may be with the equipment at the substation or with the equipment in the distribution lines.
Similarly the problem at the customer level could be with an industrial customer, a commercial
customer or a residential customer. Thus these can be referred to as the child nodes. The
problems faced at each of these levels may be understood better with each successive answer
node, and thus probable answers could be arrived at, at the decision nodes. This approach could
be useful if any numeric or monitored data pertaining to the system is not available. Also a
probable answer can be concluded, depending on the answers given by the user only by
observable impacts on the equipment, say the equipment maloperating or equipment failing or
fuse failing, motor getting overheated etc. The efficiency or the level of certainty of solutions
given will depend on the information provided by the user regarding the problem.
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When monitoring equipment are connected at various points at the customer facility, data
pertaining to the various disturbances due to surges, impulses, interruptions, variations in
voltage, current etc can be collected or stored. Many such monitors are available and used by the
utilities. PQ node program of Electric Power Research Institute (EPRI) uses a number of
monitors for collecting disturbance data. The output from these analyzers can be used by the
expert system for diagnosis. This approach could be very effective as the user may not be able to
provide enough information from his knowledge. This will increase the efficiency of the expert
system, as the user may give an incorrect answer or may not be able to answer some questions.
The data files can be accessed into the expert systems, which is CLIPS 6.0, in our study and the
data can be internally manipulated to come to a certain decision. If necessary, further information
can be elicited from the user before arriving at afinal solution.

Standard reports of the outputs with graphs of disturbances, possible solutions etc can be
generated by the program by opening text files within the program.

IMPLEMENTATION OF THE EXPERT SYSTEM

EPRI is sponsoring a research project for the development of software modules for addressing
power quality problems in the utilities. The center for Electric Power of the Tennessee
Technological University is co-sponsoring the project. The major objectives of the project are the
following :

°  Design and test a prototype expert system for power quality advising.

°  Develop dedicated, interactive analysis and design software for power electronic
systems.

°  Develop aconcept of neural network processor for the power system disturbance data.

For developing the expert system, CLIPS software designed at NA SA/Johnson SpaceCenter with
the specific purposes of providing high portability, low cost and easy integration with other
systems has been selected. The latest version CLIPS 6.0 for Windows provides greater flexibility
and incorporates object-oriented techniques.

Figure 1 shows the configuration of the expert system blocks being analyzed for the power
quality advisement. The rules are framed by the experts opinion and the number of rules can be
increased and added to the program whenever possible. The monitored data from PQ nodes, user
or both can supply the facts, which can be utilized to come to a probable solution. The inference
engine and agenda fire the rules on the basis of priority. There is an explanation facility which
gives reports and suggests the possible reasons for coming to a conclusion depending on the
inputs given.

[Figure Deleted]
Figurel.

The following is the pattern in which the questions are asked by the Expert System for the
responses of the user. Here a batch fileis run and CLIPS 6.0. response is given below.

CLI PS> (open "s.dat" s "w'")
TRUE

CLI PS> (open "r.dat" r "w")
TRUE

CLI PS> (load "septl.clp")

[ BRI S I S S S S S S S S S S S S S S S S S S O

TRUE
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CLI PS> (reset)
CLI PS> (run)

* * *x % * *x * % *x *k % *x *x * * *x * * *x * % *x * * *x * * * *x * * *x * * *
* %

*Expert System For Power Quality Advi senent*
*Devel oped By*

*Dr. A. Chandrasekaran and P.R R Sarma*
*Center For Electric Power?*

*Tennessee Technol ogi cal University*
*Cookevil I e, Tennessee.*

* %

VWhere is the conplaint fronf

1. Distribution-system

2. Custonmer
1
Where is the problemoccurring ?
1. Grecuits
2. Sub-Station
2
What is the conplaint ?
1. Service-Interruption
2. Devi ce- Mal operation
3. Equi prent - Fai l ure
2
VWi ch of these has the problem?
1. Transfornmer
2. Circuit-Breaker
3. Control-Circuitry
1
Is the systemvoltage nornmal ?
1. Yes
2. No
1
I's the hum of the transfornmer excessive ?
1. Yes
2. No
1
Is the transformer getting overheated ?
1. Yes
2. No
1
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Is the transformer getting overheated even
under normal |oad conditions ?

1. Yes
2. No
1
I's the transformer supplying power to
heavy |ighting and power electronic |oads ?
1. Yes
2. No
1
Are there capacitor banks in the substation ?
1. Yes
2. No
1
Is the substation provided with harnonic
filters to filter harmonics ?
1. Yes
2. No
2

Pr obabl e cause:

Place filters to prevent saturation
and overheating of the transforners
when it supplies power to power

el ectroni c | oads.

CLI PS> (exit)

The following is the symptoms file "s.dat", which was storing the symptoms pertaining to the
problem is given below.

* * % *x * *x * % *x * *x * *x * *x *x * *x * *x * *x * * *x * *x * *x * * *x * *x * * * *

*

*THI' S EXPERT SYSTEM | S BEI NG

* %

*DEVELOPED BY*

* %

*Dr. A CHANDRASEKARAN & P. R R SARVA*

* * % *x % *x * %k *x % *x * *x * *x *x * *x * *x * *x *x * *x * *x * *k * * *x * *x * *x * *
SUMMARY OF SYMPTOMS OBSERVED:

** The conplaint is fromthe distribution system

** The trouble is in the substation.
** Conplaint is device mal operation

** The problem pertains to the transfornmer.
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** The hum of the transforner is excessive.
** The transformer is getting overheated.

** The transforner is supplying power to |lighting and
power el ectronic | oads.

** The transformer is getting heated under nornal [oad conditions.

The following is the possible reasons file "r.dat", which was storing the possible reasons
pertaining to the problem is given below.

** The transformer humcould be nore due to | oose core bolts, presence of
har nmoni cs etc.

** Transformer may get overheated due to overloadi ng, saturation
insignificant faults in w nding etc.

** Transforner can get overheated under nornmal |oad conditions due to
harnmonics, insignificant faults in transforner etc.

** Harnonics may be in the systemwhen the power is being supplied to
lighting and power el ectronic |oads.

** Harnonics may be present if harnonics are not filtered out.

The text files generated can be imported into Word perfect, Winword etc for making the final
reports. At present, efforts are being made to integrate the data obtained from the PQ analyzer
into the CLIPS program as a part of the EPRI project. The monitored data reports from the PQ
analyzer can be used to arrive at conclusions about the power quality problems especially with
regard to the origin of the disturbances from the users' queries. Also the reports could incorporate
disturbance graphs obtained from the data specified in the input files of the monitored data.

The concepts of the theories of uncertainty and Fuzzy Logic can be utilized using FuzzyCLIPSin
the development of the power quality expert system, especialy in cases where the questions like
“Is the hum of transformer excessive?’ have to be answered. The possibilities for ‘excessive
may be more than normal, high, very high etc. FuzzyCLIPS may be used for answers of this sort
and the efficiency of the solutions thus can be increased.

CONCLUSION

The development of the power quality expert system shows that expert system usage is definitely
aviable dternative. Analysis of monitored data can be used to identify the sources causing power
quality deterioration. Suitable conclusions can be drawn to recommend mitigating the power
quality problem sources to the customers on one hand and the equipment manufactures on the
other. An expert system approach can also be useful to educate customers on actions that can be
taken to correct or prevent power quality problems.
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ABSTRACT

QPA-CLIPS is an extension of CLIPS oriented towards process control applications. Its
constructs define a dependency network of process actions driven by sensor information. The
language consists of 3 basic constructs: TASK, SENSOR and FILTER.. TASKs define the
dependency network describing alternative state transitions for a process. SENSORs and
FILTERs define sensor information sources used to activate state transitions within the network.
deftemplate’ s define these constructs and their run-time environment is an interpreter knowledge
base, performing pattern matching on sensor information and so activating TASKs in the
dependency network. The pattern matching technique is based on the repeatable occurrence of a
sensor data pattern. QPA-CLIPS has been successfully tested on a SPARCStation providing
supervisory control to an Allen-Bradley PLC 5 controller driving molding equipment.

INTRODUCTION - THE NEED

Process control is the science and, at times, art of applying and holding the right setpoint value
and/or mixing the right amount of an ingredient at the right time. But, when is the time right ?
And, if we know enough about the material or mixture, what is the right setpoint value and/or
amount that has to be mixed ?

Materials scientists and engineers have spent years of painstaking experimentation and analysis
to characterize the behavior of metas, plastics, and composites. Along the same vein,
manufacturing engineers and factory floor operators have developed many person-years worth of
practical “know-how” about material behavior under a variety of processing conditions.

In addition, though there is always room for improvement, significant strides have been made in
useful sensor technology for acquiring information on material behavior. As the types of
materials used in everyday products increase in complexity, the demand increases for embedding
a better understanding about material behavior directly into the control of their manufacturing
processes.

QPA-CLIPS, the language and its run-time environment, is a means to directly tie our best
understanding of material behavior to the control of material forming or curing processes. Thisis
accomplished by intelligent mapping of sensor information on material behavior to changes in
process parameter values. The changed parameter values, in turn, are used to directly drive
process equipment .

* This work was supported by a grant from the National Center for Manufacturing Sciences, Ann Arbor, M| 48108
and in cooperation with Allen-Bradley Co. (Milwaukee, WI) and Erie Press Systems (Erie, PA).
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THE PROBLEM

Material forming processes transform a prescribed volume of material(s) into a desired net shape.
In curing, material is processed in a way that changes material properties to a set of desired
characteristics. In either case, the proper choice of tooling along with a properly defined process
cycle, or “recipe’, are crucia to the consistent production of quality parts. Variations in material
behavior from an expected norm must be accounted for in both the initial conditions of the
material and, particularly, the cycle or “recipe’ driving the process equipment.

Controlling a forming or curing process

Attaining adesired final form and material characteristicsin forming or curing processes requires
effective control of force and heat application. Control of force involves application of
mechanical pressure to distort or redistribute a set volume of material. within a constraining
volume, defined by the tooling (i.e., dies) used in the process.

In the case of forming processes, the material usually requires to be more pliable than its natural
state at room temperature. Heat application then becomes an integral part of the pressure
application. For curing processes, the application of heat itself, with some pressure being applied
in certain cases, is at the core of the processes. In either case, heat control, then, must be
synchronized with force control and the state of the material must be monitored in-process to
determine the right point in the process cycle where heat and/or force application is needed.

One must also take into account the physical limitations imposed by the machinery used for the
process. Repeated extreme rates of heat or force application can lead to frequent machine
breakdowns and, consequently, make the process economically undesirable.

“Listening” to the material

In-process monitoring is not the act of collecting streams of historical data for off-line analysis,
though this is an important step in creating effective process control. When we collect
information during a dialogue, we don’'t necessarily capture every single word and nuance.
Rather, we normally record essentia points and supporting information that capture the theme or
goal of what is being exchanged.

In a smilar way, analyzing process data involves the ability, as in listening, to differentiate
between steady or normal process behavior and patterns , or events, indicating the onset of a
change in materia state.

As a ssimple example, Figure 1 shows a plot of sensor data over time during a curing process.
Point A indicates the onset of the peak, point C, in the sensor data; while B indicates that we are
past the region around C. If C is indicator of an optimum material condition for heat or force
application, understanding data patternsin A and/or B can be used to trigger that application.



Figurel

So that, creating a process “recipe’ becomes a matter of identifying those key patterns or events,
understanding their relationship to heat or force application, and finally linking that application
to the occurrence of these events.

A SOLUTION : QPA-CLIPS
QPA-CLIPS, or Qualitative Process Automation CLIPS, is a language with a supporting run-
time environment used to describe and run process “recipes’ as a set of causal linkages between
a specific sensor event(s) and application of a heat or force. The concept of qualitative process
analysis was developed as a technique for intelligent control based on interpretation of sensor
information [1]. QPA-CLIPS is an implementation of this concept in the CLIPS environment.
Architecture
The execution model of QPA-CLIPS is basically a traversal across a dependency network. The
nodes in that network describe one or more sensor events, their related application actions, and
one or more pre-conditions which must be satisfied in order to activate or traverse the node.
Traversal through a node consists of 3 phases:

(2) satisfaction of pre-conditions,

(2) detection of sensor events,

(3) performing required heat or force application.
Transition to the next phase cannot occur until successful completion of the current phase. Once
phase 3 is completed, one of the remaining nodes in the network is chosen for traversal using the
same 3-phase method. If all nodes have been traversed, traversal is halted. Pre-conditions are

either traversal through another node, unconditional (i.e. START node), or the successful
diagnostic checks on a sensor. The flow chart in Figure 2 summarizes the traversal process.
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Node traversal isimplemented as an interpreter knowledge base exploiting the underlying CLIPS
search methods.

There are currently 3 constructs making up the QPA-CLIPS language: TASK, SENSOR, and
FILTER. They are defined within the interpreter knowledge base through a set of deftemplate ‘s
[2] . The contents of a node are described by the TASK. SENSOR defines sources of raw sensor
data; while FILTER applies mathematical functions to SENSOR data. A collection of TASKs
describing a dependency network, along with the required SENSORs and FILTERS, is referred to
asaprocess model and is consistent with the GRAFCET standard based on Petri Nets[3].

TASK

TASKSs encapsulate the pre-conditions for node traversal, sensor event descriptions, and the
prescribed heat or force application. In BNF notation form, this trand ates to:

( TASK
(nane <name>)
(start-when <pre-condition>)
(1 ook-for <sensor-event>)
(then-do <application>) )

<name> is a unique label used whenever another TASK refers to this TASK throughout the
process model. <pre-condition> is a string type that can be either:

<t ask- name> COVPLETE
or

<sensor> K
or

START
In the first form, the pre-condition becomes the completion or traversal through another node, or
TASK. The second form checks completion of a diagnostic check for a sensor. Sensor
diagnostics are not currently an explicit construct in QPA-CLIPS. Rather, they are embedded in

the sensor 1/O functions integrated with CLIPS. The third form of <pre-condition> is makes that
TASK theinitial traversal point in the dependency network.
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<sensor-event> is a string type that can have multiple occurrences of the form:
<source> <direction> <nom nal > <tol erance> <repeat >

<source> is the label for a SENSOR or FILTER providing data identifying this event.
<direction> can be RISES, DROPS, or HOLDS. The remaining items are numbers describing
respectively athreshold value that must be reached, the tolerance band around the nominal value,
and the number of times that SENSOR or FILTER data must meet this threshold-and-tolerance-
band occurrence without interruption.

So for example, the sensor event clause of
fl ow RISES 50 0.01 3

translates to data from SENSOR flow must rise at least 0.01 above 50 cc/min. for 3 consecutive
times in order to be identified as this sensor event.

<application> is of the form :
<par anet er > <anount >

where <parameter> is a label for a process parameter and <amount> is a new value or setting for
that parameter. An exampleis:

PR 5

or set pressure to 5 tons. Application of heat or force then is basically a change in the value of a
memory location which, in turn, drives the process.

SENSOR

SENSORs are one of 2 possible sources of data for a sensor event defined within a TASK and
defined as follows:

( SENSOR
(name <name>)
(mex-al | owed <val ue>)
(mn-allowed <val ue>) )

<name> is a unique label used whenever a TASK or FILTER refer to this SENSOR throughout
the process model. max-allowed and min-allowed provide the allowable range of values for the
sensor data. As an example, aflowmeter within a process model can be defined as:

( SENSOR
(name fl owneter)
(max-al | owed 100)
(mn allowed 5) )

The rate of the flowmeter can range between 5 and 100 cc/min. Currently , retrieval of sensor
data is accomplished through user-defined functions embedded within CLIPS. Association
between a SENSOR and these functions is performed through the QPA-CLIPS interpreter. The
implementation of SENSOR assumes use of one sensor for the process. This suffices for current
applications of QPA-CLIPS. However, for multiple sensor input, the SENSOR construct will be
modified to include a reference to a specific function, referred to athe SENSOR source, or:
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( SENSOR
(nane <name>)
(max-al | owed <val ue>)
(mn-all owed <val ue>)
(source <function>) )

FILTER
FILTERSs are the other source of datafor a sensor event and is defined as:

(FILTER
(nane <name>)
(max-al | owed <val ue>)
(mn-all owed <val ue>)
(change <sensor>)
(using <formula>) )

<name> is aunique label used by a TASK whenever referring to this FILTER in order to identify
a sensor event. Both max-allowed and min-allowed are used in the same manner as in SENSOR.
But, here, they refer to the calculated value created by this FILTER. <sensor> is the label
referring to the SENSOR supplying raw sensor datato this FILTER.

<formula> is a string describing the combination of mathematical functions used to trandate the
raw sensor data. so, for example, aformulastring of “SLOPE LOG” isthe equivaent of :

d(log S)/dt
where Sis the raw sensor data.

Future enhancements to the FILTER construct will be the ability for expressing formulasin more
natural algebraic terms. So, “SLOPE LOG”, for example, will take on aform like dLOG / di.

Building a process model

The first step in developing a process mode is a through description of how the process runs,
what information can be extracted about the process during a cycle run, what sensors are
available to extract this information, and how is the sensor information related to application of
heat and/or force to the material. These relationships can be investigated through techniques such
as Design of Experiments or Taguchi methods. Once they are verified, a dependency network
can be build from these relationships in order to specify aternative paths for running the process
cycle; depending on the sensor data patterns being extracted. This network can then be encoded
as aprocess model.

As a simple example, a molding process for a panel in a cabinet enclosure is now switching to a
new material, requiring that pressure be triggered based on material temperature. For this
material, a constant heat setting must be applied throughout the cycle. A sensor, called a
thermowidget, was selected to retrieve in-process material temperature. Its operating range is
500°F and 70°F. So, its SENSOR definition is:

( SENSOR
(name t her nowi dget)
(max-al | owed 500)
(mn-all owed 70))
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Two pressure applications are required by the process: an initial setting to distribute material
throughout the mold and a final setting to complete the part. The initial setting must be applied
when the material temperature reaches a value of 100°F and the final setting when the rate of
change of the material temperature is 0. We first need a FILTER to define the slope of the
temperature or:

(FILTER
(name t her nosl ope)
(max-al |l owed 10)
(mn-all owed -10)
(change t her mow dget)
(using "SLOPE") )

We achieve the pressure application through two TASKSs:

( TASK
(name first-setting)
(start-when "START")
(1 ook-for "thernow dget RISES 100 0.1 5")
(then-do "PR 2") )

( TASK
(nane final-setting)
(start-when "first-setti ng COMPLETE")
(1 ook-for "thernosl ope DROPS 0 0.01 3")
(then-do "PR 5") )

Another TASK can be added to complete the cycle and release the finished part.
RUN-TIME ENVIRONMENT

A process model is executed through a QPA-CLIPS interpreter: a CLIPS knowledge base
consisting of the deftemplate’ s defining the TASK, SENSOR, and FILTER constructs, a rule set
which carries out the interpretation cycle, and deffunction’s supporting the rule set. Underlying
this knowledge base are the user-defined functions integrating the process model with sensors
and process equipment.

The Interpreter

At the core of the interpreter are a set of rules which cycle through the currently available
TASKs in a process model and implement the 3-phase method for node traversal mentioned
above. When the QPA-CLIPS environment along with the appropriate process model is invoked,
control transfers to the TASK containing the pre-condition of START. From that point on, the
node traversal method takes over. The QPA-CLIPS interpreter knowledge base can be ported to
any CLIPS-compatible platform.

Sensor and controller integration

Sensors are integrated through user-defined functions embedded within CLIPS. They currently
interact with sensor hardware through serial (RS-232-C) communications. These functions are
the only platform dependent components within QPA-CLIPS.

Integration of heat and force application is done through a memory mapping paradigm between

sensor events and parameter settings where TASK actions, as defined in the then-do clause, are
mapped to the memory location of another control system (i.e. a PLC) which, in turn, directly
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drives process machinery (see Figure 3). These new settings then trigger signals to heaters or
motors driving the equipment.

Process PLC I:> PLC
Model I:> Memory : Logic

Figure3
CURRENT STATUS

A version of QPA-CLIPS has been demonstrated on a composite molding application. The
system consists of a SPARCStation 2 running QPA-CLIPS linked to an Allen-Bradley PLC5/40
driving amolding press. It has successfully created a number of production quality parts for ajet
engine.

FUTURE ENHANCEMENTS

Though the current version of QPA-CLIPS has been demonstrated to work successfully,

severa opportunities for enhancements have been mentioned in the description of its constructs.
In addition, other opportunities for enhancements exist in the devel opment and run-time
environments of QPA-CLIPS.

6.1 A GUI for QPA-CLIPS

Currently, a process model is created through the use of atext editor, such as emacs or textedit.
The completed model is tested on a simulated run-time environment. Taking a cue from the
visual development tools such as those found under Microsoft Windows, a graphical
development environment for a process model will greatly ease the development of a process
model. The syntax of the QPA-CLIPS constructs are ssimple enough for process engineers to
work with. Nevertheless, as process models grow in complexity, a need will arise for easy-to-use
model navigation and debugging tools seamlessly connected to the simulated run-time
environment.

Automating process model creation

Experience with developing process models has shown that the bulk of the time is actually spent
in experimentation; trying to establish the relationships between sensor data and hesat/force
application points. What is needed to streamline this aspect of the model creation process is the
partial or complete automation of the experimentation phase leading to the automatic creation of
a process model; since a new material system will require a new process model. The work on
DAT-GC by Thompson et a [4] offer agood start in that direction.

Exploiting fuzzy linguistics
In the definition of the look-for clause of a TASK construct, one needs a rather accurate

description of not only the goal or threshold value to be reached, but also a tolerance band around
that value as well as a repeatability count on the number of times in a row that the event must
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appear. There are cases where a less exacting or fuzzy [5] description will suffice. So, using our
example model from 3.2 above, the look-for clause for the final pressure application can then be:

(1 ook-for “thernosl ope dropping | MVEDI ATELY to ZERO')

IMMEDIATELY is a fuzzy term similar to the repeatability count. ZERO, on the other hand,
describes a fuzzy term associated with a range of precise values for a SENSOR or FILTER,
which can be described with a new QPA-CLIPS construct such as:

( BEHAVI OR
(nane <nane>)
(for <source>)
(range <value-list>) )

where <name> is the fuzzy term, <source> is the label for the SENSOR or FILTER, and <value-
list> contains the values defining the membership function [5] for this BEHAVIOR.

Exploiting parallelism

It goes without saying that node traversal within a process model is inherently a method that can
easily converted to parallel processing. Having a parallel version of CLIPS operating in an
affordable parallel processing platform will enable QPA-CLIPS to easily operate in a process
control scenario requiring multiple sensors.

CONCLUSIONS

QPA-CLIPS, an extension of CLIPS for process control, is a proven tool for use by process
engineers in developing control models for forming or curing processes. Its ssimple syntax and
integration into CLIPS provides a powerful, yet straightforward, way to describe and apply
control of a process driven by sensor events, or distinct patterns in sensor data. Several
enhancements have been suggested and currently strong interest exist in the automatic generation
of process models and fuzzifying the description of sensor events.
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AN IMPLEMENTATION OF FUZZY CLIPS AND ITS APPLICATIONS

Thach C. Le
The Aerospace Corporation
Information Technology Dept., M1-107
2350 E. El Segundo BI.
El Segundo, CA 90245-4691

Fuzzy Logic expert systems can be considered as an extension of traditional expert systems.
Their capability to represent and manipulate linguistic variables is a desirable feature in the
systems, such as rule-based expert systems, whose design is to capture human heuristic
knowledge. The C-Language Integrated Production System (CLIPS) developed by NASA, isa
boolean expert system shell, which has a large user base and been used to develop many
rule-based expert systems. Fuzzy CLIPS (FCLIPS), developed by The Aerospace Corporation, is
a natural extension of CLIPS to include fuzzy logic concepts. FCLIPS is a superset of CLIPS,
whose rules alow mixture of fuzzy and boolean predicates. This paper discusses the current
implementation of FCLIPS, its applications, and issues for future extensions.
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UNCERTAINTY REASONING IN
MICROPROCESSOR SYSTEMS USING FUZZYCLIPS

S.M. Yuen And K.P. Lam
Department of Systems Engineering
The Chinese University of Hong Kong
Shatin, New Territories, Hong Kong

A diagnostic system for microprocessor system design is being designed and developed. In
microprocessor system diagnosis and design, temporal reasoning of event changes occurring at
imprecisely known time instants is an important issue. The concept of time range, which
combines the change-based and time-based approaches of temporal logic, has been proposed as a
new time structure to capture the notion of time imprecision in event occurrence. According to
this concept, efficient temporal reasoning techniques for time referencing, constraint satisfaction
and propagation of time ranges have been developed for embedding domain knowledge in a
deep-level constraint model. The knowledge base of the system parameters and the temporal
reasoning techniques are implemented in CLIPS. To handle the uncertainty information in
microprocessor systems, fuzzy logic is applied. Each imprecision of time contributes to some
uncertainties or risks in a microprocessor system. The fuzzyCLIPS package has been used to
determine the risk factor of a design due to the uncertain information in a microprocessor system.
A practical MC68000 CPU-memory interface design problem is adopted as the domain problem.
The sequence of events during aread cycle is traced through an inference process to determine if
any constraint in the model is violated.
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NEURAL NET CONTROLLER FOR INLET PRESSURE
CONTROL OF ROCKET ENGINE TESTING

LuisC. Trevino
NASA-MSFC, Propulsion Laboratory
Huntsville, Alabama

ABSTRACT

Many dynamical systems operate in select operating regions, each exhibiting characteristic
modes of behavior. It istraditional to employ standard adjustable gain PID loops in such systems
where no apriori model information is available. However, for controlling inlet pressure for
rocket engine testing, problems in fine tuning, disturbance accommodation, and control gains for
new profile operating regions (for R& D) are typically encountered [2]. Because of the capability
of capturing i/o peculiarities, using NETS, a back propagation trained neural network controller
is specified. For select operating regions, the neural network controller is simulated to be as
robust as the PID controller. For a comparative analysis, the Higher Order Moment Neural Array
(HOMNA) method [1] is used to specify a second neural controller by extracting critical
exemplars from the i/o data set. Furthermore, using the critical exemplars from the HOMNA
method, a third neural controller is developed using NETS back propagation agorithm. All
controllers are benchmarked against each other.

INTRODUCTION

An actual propellant run tank pressurization system is shown in Figure 1.1 for liquid oxygen
(LOX). The plant is the 23000 gallon LOX run tank. The primary controlling element is an
electro-hydraulic (servo) valve labelled as EHV-1024. The minor loop is represented by a valve
position feedback transducer (LVDT). The major or outer loop is represented by a pressure
transducer (0-200 psig). The current controller is a standard PID servo controller. The reference
pressure setpoint is provided by a G.E. Programmable Logic Controller. The linearized state
equations for the system are shown below:

X1 = X2 — (0.8kg+C)x1 (1.2)
X = 5kg au — (0.8kg c+d)x; + X3 (1.2
x3 = 5abkg u — (0.8kg d+f)x1 + X4 (1.3
Xq=-0.8kg fx1 (1.9

where kg=1, servo valve minimum gain. Based on previous SSME test firings, the average
operating values for each state variable are determined to be

x1 = Pg:0-76 psig
X5 = T:150-300R’
X3 = V;:250-350 ft3
X4 =L:0-1inch

where
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Pg = bottom tank pressure
Ty = ullage temperature

V = ullage volume

L = valve stem stroke length

Using those ranges, the following average coefficients are algebraically determined:

a=120.05
b=289.19
c=214.30
d =5995.44
f=14.70

METHODOLOGY

1. Using a developed PID-system routine from [2], an i/o histogram is established in the
required format per [1] for a select cardinality. Figure 2.1 portrays the scheme. A ramp
control setpoint signal (from 0-120 psig) served as the reference trajectory.

» PID P SYSTEM -

—P CONTROLLER
COMMAND INLET
SETPONIT + - PRESSURE
(SP) TO SSME

: y

i/lo HISTOGRAM

I
z .

TRAIN NN & HOMNA
SERVE AS KERNAL
CONTROLLER DEVELOPMENT
|
MATLAB TRAIN NN &
DESIGN OF K SERVE AS
CONTROLLER

. ¥

SERVE AS
CONTROLLER

Figure 2.1. Scheme For Building i/o Histogram and Training Set.

2. Using the captured i/o data set and NETS back propagation algorithm, a neural network
is next established. The trained network is next simulated as the controller for the

system. Figure 2.2 illustrates the ssmulation scheme.

3. Using a developed HOMNA (KERNALS) algorithm [1], a reduced training i/o set is
specified. The input portion of the set, "S*, will provide the mapping of real time system
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inputs to the neural net controller (NNC). The output segment of the set is represented
by the last column vector of thei/o set.

4. After configuring the reduced i/o set into the needed formats, Using MATLAB, the gain
equation is executed per [1].

K=YG1=Y(SS) (2.1)
where

K = neural gainsfor single neuron layer
Y = NNC controller output signature vector
S = established matrix set of part 3, above
= any (decoupled) operation: exponential, etc.

For this project, was identical with that used in the literature of [1], namely the exponential
function. “K” serves as a mapping function of the input, via“S’ to the NNC output, u(j). Here,
u(j) serves as control input to the system and is determined by equation (2.2) [1].

uj) = K(Sx()) (2.2)

where x(j) represents the input. For this project,a five dimensional input is used and is
accomplished using successive delays. The overall HOMNA scheme is embedded in the neural
controller block of Figure 2.2

INLET
PRESSURE
TO SSME

SYSTEM -

)

NEURAL
CONTROLLER it O +l SETPOINT
COMMAND

Figure 2.2. Simulation Scheme for NNC and System

5. For select cases to be presented, integral control was presented according to the
following scheme of [1].

& y)- V) 23)
where

N = window (sampling) size
y(j) = current system output

;/(j) = desired output, or command setpoint, sp

RESULTS
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Command Integral
Case System Setpoint Noise Control
1 Neur al Net Ranp None n/ a
2 HOVWNA Ranp None None
3 HOVNA Ranp None None
4 Pl D Ranp None Pr esent
S Neur al Net Ranp Pr esent n/ a
6 HOVNA Ramp Pr esent Pr esent
7 Pl D Ramp Pr esent Pr esent
8 Neur al Net Profile None n/ a
9 HOVNA Profile None None
10 HOVNA Profile None Pr esent
11 Pl D Profile Pr esent Pr esent
12 Neur al Net Profile Pr esent n/ a
13 HOVNA Profile Pr esent None
14 HOVWNA Profile Pr esent Pr esent
151 Neur al Net Ranp None n/ a
Table 1. Case Summary
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